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Welcome by the Editor

Pal Varga is the Head of Department of Telecommu-
nications and Artificial Intelligence at the Budapest 
University of Technology and Economics. His main 
research interests include communication systems, 
Cyber-Physical Systems and Industrial IoT, network 
traffic analysis, end-to-end QoS and SLA issues – for 
which he is keen to apply hardware acceleration and 
AI/ML techniques as well. He is advocating intent-
based networking and the utilization of generative AI 
in network and service management. Besides being a 

member of HTE, he is a senior member of IEEE (both in ComSoc and IES). 
He is Editorial Board member in many journals, Associate Editor in IEEE 
TNSM, and the Editor-in-Chief of the Infocommunications Journal.

Advances in Speech Recognition,
Musical Anamnesis, Inter-ISP communication,
MEC offloading and Software-Defined Radio

Pal Varga

Infocommunications is a vast domain, and our journal tries 
to capture the latest advances. 2024 was a turbulent year 

in many ways – full of technological advances and societal 
challenges. Regarding the Infocommunications Journal, 2024 
was a very special year, as we handled a record number of 265 
papers that has been submitted. This is the last issue, vith quite 
diverse topics – from speech recognition and transfer learning, 
through enhancing QoS of IoT devices by MEC offloading, 
Software-Defined Radios and inter-ISP communications. Let 
us briefly capture the topics in the December 2024 issue of the 
Infocommunications Journal.

Yan Meng and Peter Mihajlik investigate the use of adapter 
modules in pre-trained speech recognition models for cross-
language transfer learning in low-resource automatic speech 
recognition tasks. Their study evaluates the impact of adapters 
on recognition accuracy, GPU memory consumption, and 
training duration across different models, including multi-
lingual and target-language-trained foundational models. The 
results demonstrate that adapters enhance generalization while 
reducing overfitting, with significant gains in word error rate for 
models pre-trained in the target language. Moreover, adapters 
substantially reduce GPU memory usage during fine-tuning, 
highlighting their efficiency in optimizing resource-constrained 
training scenarios.

The paper by Marouane Myyara and his co-authors presents 
heuristic-based computation offloading algorithms to enhance 
Quality of Service (QoS) for IoT devices in Multi-access Edge 
Computing (MEC) environments. The proposed approach 
optimally offloads computational tasks from resource-constrained 
IoT devices to nearby edge locations, reducing latency and 
improving task execution performance. Evaluated using the 
EdgeCloudSim simulator, the algorithms demonstrated noticable 
reductions in service times and task failure rates compared to 
existing solutions. This work addresses key challenges in QoS 
management for MEC networks and contributes to advancing 
computation offloading strategies for resource-intensive IoT 
applications.

In their paper, Hari Krishnan S. and Syed Sadiqvali introduce 
a novel Finite Impulse Response (FIR) filter architecture based 
on Distributed Arithmetic (DA) and Look-Up Tables (LUTs) to 
enhance efficiency in Software-Defined Radio (SDR) systems. 
By addressing the limitations of traditional multiplier-based 
FIR filters, the proposed design reduces hardware complexity, 
power consumption, latency, and memory usage while improv-
ing throughput and bit error rate. The inclusion of a dynamic 
decimation factor and a highly adaptable Parallel Prefix Adder 

further optimizes the filter’s performance, enabling flexible 
frequency response adjustments and faster partial product ac-
cumulation. Experimental results on an Artix-7 FPGA demon-
strate significant improvements, including an operating speed 
of 260 MHz, power dissipation of 1 mW, delay of 190 ps, and 
throughput of 938.12 Mbps, making the DA-LUT-FIR filter a 
robust solution for real-time digital signal processing in future 
SDR applications.

Hamid Garmani et al. investigated interactions among ISPs 
and advertisers in an Information-Centric Networking (ICN) 
framework, focusing on collaborative caching of free content 
to enhance network performance and reduce distribution costs. 
Using game-theoretic models, they formulate ISP interactions 
as a non-cooperative game in their paper, proving the existence 
and uniqueness of a Nash equilibrium under certain conditions. 
They propose an iterative algorithm to guide ISPs toward 
equilibrium, balancing content caching strategies, pricing, and 
quality of service. Numerical simulations demonstrate that the 
approach benefits both ISPs and end-users, offering a scalable, 
economically incentivized solution for efficient content 
distribution in ICN environments.

In their paper, Fabian Simmank and his co-authors introduce 
Automated Musical Anamnesis (AMA), a scalable solution to 
streamline the manual and expertise-intensive process of gath-
ering musical history for music-based interventions in dementia 
patients. By addressing cognitive and emotional challenges as-
sociated with dementia, AMA aims to enhance therapy relevance 
and reduce overstimulation, providing personalized and effective 
care. The study highlights the interdisciplinary nature of develop-
ing AMA, integrating methods from music therapy, technology, 
and cultural heritage to curate structured and meaningful digital 
repositories. This approach aims to expand access to music-based 
interventions, offering a cost-effective, sustainable, and inclusive 
therapeutic model to address the global rise in dementia cases.
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Assessing the Efficacy of Adapters
in Cross-Language Transfer Learning

For Low-Resource Automatic Speech Recognition
Yan Meng and Péter Mihajlik

Abstract—In recent years, the application of adapter modules
in large language models proved to be successful in reducing
computing and memory costs during fine-tuning. In our paper,
we apply adapters to the field of automatic speech recognition.
Specifically, we add adapters to different pre-trained speech
recognition models to evaluate their efficiency in cross-language
transfer learning. In this study, the evaluations are extended to
GPU memory consumption, training duration, and recognition
accuracy. By comparing the effects of adapters added to different
models, we further explore the impact of whether the founda-
tional model was (pre-) trained in the target language.

Index Terms—Adapters, Whisper, Conformer, Fast Conformer,
Cross-lingual transfer learning, speech recognition

I. INTRODUCTION

W Ith the implementation of neural networks in speech
recognition, significant improvements have been

achieved in neural speech-to-text (STT) models. When trans-
former [1] was initially proposed, it made significant progress
mainly in machine translation tasks. Conformer [2] is an
improvement and extension of the transformer model, used pri-
marily in speech recognition tasks. Based on the LibriSpeech
benchmark [3], Gulati et al. conducted experiments based on
three different sizes of conformer models (small, medium,
and large) [2]. The experimental results are improved by
increasing the model parameters. The large-size Conformer
model achieved excellent results with a word error rate (WER)
of 2.1%/4.3% without using a language model and 1.9%/3.9%
with an external language model on test/testother dataset. Fast
Conformer [4] is a redesigned Conformer model with a novel
downsampling schema, which is 2.8 times faster than the
Conformer model. Fast Conformer is a newly proposed model,
that has not been widely used in the training of low-resource
data sets. Whisper [5] is a weakly-supervised model that
can target multiple languages and tasks. The Whisper model
has been trained on multiple language datasets, including
Hungarian. Therefore, in automatic speech recognition tasks,
high-quality results on specific distributions can be obtained

Yan Meng is with the department of Telecommunications and Artificial
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versity of Technology and Economics, Műegyetem rkp. 3., H-1111 Budapest,
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Benczúr u. 33., 1068 VI. Budapest, Hungary (e-mail: mihajlik@tmit.bme.hu).

without fine-tuning the Whisper model based on a Hungarian
dataset.

Based on the English dataset, all the above models can
achieve a lower word error rate (WER). For relatively low-
resource languages such as Hungarian, direct training of
ASR neural models from scratch is both time-consuming and
may not result in optimal performances. Therefore, cross-
lingual transfer learning methods are often applied for speech
recognition tasks, especially for low-resource datasets ([6],
[7], [8], [9], [10]). It means that when fine-tuning the model
parameters, some pre-trained models are used to help models
adapt to the distributional features of the language faster,
e.g., fine-tuning the pre-trained English model based on the
Hungarian dataset to obtain better WER results. However, as
the number of model parameters increases, the cost required to
fine-tune and train the model increases accordingly. Therefore,
we need an approach to achieve better recognition performance
of the model in a shorter time and with lower memory
consumption.

To address these issues, especially for large-scale models,
the Parameter Efficient Fine-Tuning (PEFT) method [11] has
been proposed. Adapter is one of the core fine-tuning methods
of the PEFT technique, which is a new module added between
layers of a pre-trained network [11]. Adapter modules have
two main features: a small number of parameters, and a
near-identity initialization [12]. In every training step, the
parameters of the original foundational model remain frozen,
only all the parameters in the adaptors module are tuned.
However their number is relatively small as compared to
the foundational model parameters. This method effectively
reduces the consumption of GPU memory in the training
process. An increasing number of adapter types have been
proposed for different types of basic models in ASR [13],
[14]. In [15], Hou, et al. proposed a new adapter algorithm-
based transformer structure for cross-lingual transfer learning,
SimAdapter, and MetaAdapter, which was applied to param-
eter efficient cross-lingual speech adaptation. To explore the
effect of adapters applied to the basic model, in [16], adapters
were applied to both Transformer and Conformer architectures
to comprehensively evaluate the adapter performance within
the context of children’s ASR. Huang, et al. [17] demonstrated
that integrating adapters into End-to-End model can effectively
mitigate catastrophic forgetting (CF), which is a common
drawback of improving models through fine-tuning.

In this paper, we focus on studying the effect of adapters
applied to the foundational model in cross-lingual transfer

Yan Meng is with the department of Telecommunications and Artificial 
Intelligence, Faculty of Electrical Engineering and Informatics, Budapest Uni- 
versity of Technology and Economics, Budapest, Hungary (e-mail: yan.meng@
edu.bme.hu).
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TABLE I
CHARACTERISTICS OF DATABASE (BEA-BASE + COMMONVOICE).

BEA-Base CV12
train-114 dev-repet dev-spont eval-repet eval-spont test

Length [hours] 71.2 0.65 4.02 0.95 4.91 6.80
Num of speakers 114 10 10 16 16 251
Num of segments 76 881 568 4 893 858 5 69 4 871
Num of characters 3.1M 28 467 154 994 43 448 197 738 250 709
Num of words 0.56M 4 110 27 939 6 229 35 178 35 485

learning based on the Hungarian dataset BEA-Base [18].
Meanwhile, by comparing different foundational models, we
explore whether a foundational model pre-trained in the target
language affects the effectiveness of adapter addition. Founda-
tional models used in this paper are mainly Conformer-CTC,
Fast Conformer [4], and Whisper [5]. All experiments are
divided into two main aspects: first, the adapter module is
added directly to the pre-trained model. Secondly, the adapter
module is added to the model that has been fully fine-tuned.
With these two types of experiments and using three different
foundational models, we conclude that adapters significantly
reduce GPU memory consumption. The application of adapter
modules provided better results than full fine-tuning only in the
Whisper model, suggesting that adding the adapter to models
(pre-) trained already on the target language can perform
better.

II. DATABASE AND BASELINE

A. Database

Throughout the experiment, the training and test dataset
used is the Hungarian benchmark dataset BEA-Base [18].
The BEA-Base dataset contains both spontaneous speech and
conversations with repeated elements, making it suitable for
ASR research. The detailed dataset information of BEA-
Base is shown in Table I, including training set train-114,
verification set dev-spont, and test set eval-spont. In addition,
the datasets include the repeated speech datasets dev-repet
and eval-repet, as shown in Table I. To assess the general-
ity of the model, an additional test dataset CommonVoice
(CV) Hungarian v12.0 [19] was used in the study, which
differs from BEA-Base in terms of recording conditions and
speaker/speech diversity.

B. Fine-tuning baseline

The experimental baseline model comes from the pa-
per [20], and the specific parameters can be referred to as
the parameter setting in the paper. The baseline model is
Conformer-CTC ([21], [22]) model from NeMo toolkit v1.621.
Conformer-CTC is a speech recognition model that combines
Conformer architecture [2] and Connectionist Temporal Clas-
sification (CTC) [21] technology. The sizes of the Conformer-
CTC model cited in this article are medium and large. The pre-
trained model is in English, and the fine-tuning process uses
the Hungarian dataset train-114 from BEA-Base for training.

1https://github.com/NVIDIA/NeMo/tree/v1.6.2

The results are shown in the first row of the two Conformer
models in Table III.

The experiments were conducted on two distinct server
configurations. The first configuration employed dual A6000
NVIDIA graphics cards, specifically designed for large-scale
model experiments. Each card featured a substantial 48GB
of memory and consumed 300 watts of power. In contrast,
the second configuration utilized two NVIDIA Ge-Force GTX
1070 graphics cards tailored for lighter computational work-
loads. These cards were equipped with 8GB of memory,
making them suitable for less memory-demanding tasks.

III. INCORPORATING ADAPTERS INTO ENGLISH
PRE-TRAINED MODELS

In this section, Conformer-CTC model and adapter module
are selected, provided from NVIDIA’s NeMo toolkit v1.15.02.
There are two types of adapters used in experiments: Linear
Adapter [11] and Multi-Head Attention Adapter [23]. In the
subsequent exposition, the attention adapter is denoted as a
tiny-attention adapter. The name of the adapter module is taken
from the type of adapter function [12]. During fine-tuning
experiments with adapters, only the parameters of the adapter
module are updated, while the parameters of the original
language model remain frozen. The linear adapter is a simple
bottleneck structure feed-forward module [11]. Multi-Head
attention adapter is an adapter model that combines multi-head
self-attention [24] mechanism. The multi-head self-attention
mechanism allows the model to focus on different parts of
the input sequence separately under different contexts and
positions.

Fast Conformer (FC) [4] was also selected for this experi-
ment as the foundational model. But for the Fast Conformer
experiment, all pre-trained models are provided by NVIDIA’s
NeMo toolkit v1.22.03.

A. Pre-trained Model with Adapters

For the Conformer experiments, we used three sizes of
English pre-trained model provided by NVIDIA NeMo toolkit
(STT En Conformer-CTC XLarge4, STT En Conformer-CTC
Large5, STT En Conformer-CTC Medium6). During the ex-
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Meanwhile, by comparing different foundational models, we
explore whether a foundational model pre-trained in the target
language affects the effectiveness of adapter addition. Founda-
tional models used in this paper are mainly Conformer-CTC,
Fast Conformer [4], and Whisper [5]. All experiments are
divided into two main aspects: first, the adapter module is
added directly to the pre-trained model. Secondly, the adapter
module is added to the model that has been fully fine-tuned.
With these two types of experiments and using three different
foundational models, we conclude that adapters significantly
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modules provided better results than full fine-tuning only in the
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(pre-) trained already on the target language can perform
better.
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ASR research. The detailed dataset information of BEA-
Base is shown in Table I, including training set train-114,
verification set dev-spont, and test set eval-spont. In addition,
the datasets include the repeated speech datasets dev-repet
and eval-repet, as shown in Table I. To assess the general-
ity of the model, an additional test dataset CommonVoice
(CV) Hungarian v12.0 [19] was used in the study, which
differs from BEA-Base in terms of recording conditions and
speaker/speech diversity.

B. Fine-tuning baseline

The experimental baseline model comes from the pa-
per [20], and the specific parameters can be referred to as
the parameter setting in the paper. The baseline model is
Conformer-CTC ([21], [22]) model from NeMo toolkit v1.621.
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The results are shown in the first row of the two Conformer
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of memory and consumed 300 watts of power. In contrast,
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attention adapter is an adapter model that combines multi-head
self-attention [24] mechanism. The multi-head self-attention
mechanism allows the model to focus on different parts of
the input sequence separately under different contexts and
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Fast Conformer (FC) [4] was also selected for this experi-
ment as the foundational model. But for the Fast Conformer
experiment, all pre-trained models are provided by NVIDIA’s
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TABLE II
CER(%) / WER(%) RESULTS BASED ON FINE-TUNING THE ENGLISH PRE-TRAINED CONFORMER AND FAST CONFORMER MODEL WITH LINEAR

ADAPTER ADDED.

Foundational Total num Trainable BEA-Base CV12
model params params dev-repet dev-spont eval-repet eval-spont test

FastConformer-Large 116M 0.52% 11.30 / 28.18 16.73 / 33.61 13.21 / 31.14 17.95 / 35.87 17.90 / 39.48
FastConformer-XLarge 610M 0.26% 8.84 / 23.50 14.40 / 31.11 10.56 / 26.70 15.14 / 32.25 16.13 / 37.28

Conformer-Medium 31.1M 0.98% 8.71 / 23.35 11.41 / 26.25 9.20 / 23.97 12.20 / 27.93 14.75 / 35.18
Conformer-Large 122M 0.50% 5.72 / 17.22 8.79 / 21.27 6.32 / 18.51 9.40 / 22.55 10.58 / 27.27
Conformer-XLarge 637M 0.25% 4.19 / 12.21 8.29 / 20.03 4.77 / 13.28 8.73 / 21.08 9.53 / 25.22

TABLE III
CER(%) / WER(%) RESULTS BASED ON TWO ROUNDS OF FINE-TUNING EXPERIMENTS ON ENGLISH PRE-TRAINED CONFORMER AND FAST

CONFORMER MODELS OF DIFFERENT SIZES.

Foundational Total num Trainable Adapter BEA-Base CV12
model params params type dev-repet dev-spont eval-repet eval-spont test

FastConformer-Large
115M 100.00% - 1.25 / 5.46 5.84 / 17.23 1.31 / 5.06 6.30 / 18.20 11.56 / 39.13
116M 0.52% Linear 1.25 / 5.43 5.83 / 17.18 1.30 / 5.02 6.32 / 18.19 11.55 / 39.02
115M 0.06% tiny-attention 1.23 / 5.36 5.82 / 17.20 1.30 / 5.05 6.28 / 18.19 11.54 / 39.00

FastConformer-XLarge
608M 100.00% - 1.45 / 6.08 5.80 / 17.63 1.68 / 6.39 6.03 / 18.32 9.76 / 35.80
610M 0.26% Linear 1.46 / 6.11 5.79 / 17.60 1.69 / 6.44 6.07 / 18.38 9.81 / 35.87
608M 0.03% tiny-attention 1.47 / 6.11 5.79 / 17.59 1.70 / 6.45 6.06 / 18.37 9.80 / 35.88

Conformer-Medium
30.5M 100.00% - 1.72 / 8.56 5.58 / 18.44 2.15 / 9.68 5.82 / 19.60 8.37 / 35.57
30.8M 0.99% Linear 1.72 / 8.54 5.58 / 18.44 2.15 / 9.65 5.83 / 19.61 8.36 / 35.57
30.7M 0.12% tiny-attention 1.72 / 8.56 5.58 / 18.44 2.15 / 9.68 5.82 / 19.60 8.37 / 35.57

Conformer-Large
121M 100.00% - 1.13 / 5.45 5.09 / 16.45 1.27 / 5.28 5.28 / 17.23 8.78 / 34.85
122M 0.50% Linear 1.13 / 5.47 5.10 / 16.45 1.26 / 5.25 5.28 / 17.22 8.77 / 34.80
121M 0.06% tiny-attention 1.14 / 5.47 5.12 / 16.42 1.28 / 5.30 5.30 / 17.34 8.75 / 34.79

periments, we only use linear adapter modules combined with
the English pre-trained model and then fine-tune the model
for experiments based on the Hungarian BEA-Base train-
114 dataset. For data augmentation, SpecAugment [25] and
speed perturbation were applied, using the same configuration
as [20]. Throughout the fine-tuning experimental process, for
each experiment, we set the batch size to 16, and the learning
rate to 0.001, and ran it on a GPU of the A6000 server for
100 epochs.

For the Fast Conformer experiments, we mainly used ex-
tra large and large-sized pre-trained English Fast Conformer
models as foundational models (STT En Fast Conformer-
CTC XLarge7, STT En Fast Conformer-CTC Large8) and
linear type adapter module. We use the same linear adapter
module as the Conformer model experiment above. During the
experiments, the batch size was set to 16, the learning rate was
set to 0.001, and 100 training epochs were performed on one
GPU of the A6000 server. Otherwise, the other settings were
the same as the Conformer experiments described above. The
experimental outcomes of the Conformer and Fast Conformer
model are presented in Table II.

B. Fine-tuned Model with Adapters

This section focuses on adding adapters to the original
model that has been fully fine-tuned based on the BEA-Base

7https://catalog.ngc.nvidia.com/orgs/nvidia/teams/nemo/models/stt en
fastconformer ctc xlarge

8https://catalog.ngc.nvidia.com/orgs/nvidia/teams/nemo/models/stt en
fastconformer ctc large

dataset to further explore the impact of adding adapters on
the fully fine-tuned model. The whole experimental process
consists of two rounds of fine-tuning experiments. First, the
pre-trained English model was fully fine-tuned, and then the
adapter module was added to the fully fine-tuned model to
fine-tune it again. For the Conformer model, in the first round
of the fine-tuning phase, we used the same parameters as [20],
batch size of 32, 200 training epochs, etc. In the second
fine-tuning phase, two types of adapter modules were used,
linear and tiny-attention. During the fine-tuning process, we
set the learning rate to 0.01, training epochs to 100, and other
parameters consistent with the pre-trained model experiments
in the previous subsection, batch size of 16. The experimental
results are shown in Table III. For the Fast Conformer model,
in the first fine-tuning phase, the batch size was 96, the
learning rate was 0.01, and the experiments were trained in
150 epochs. In the second fine-tuning phase, two types of
adapters were used, with a batch size of 96, a learning rate of
0.02, and 50 epochs training. The results of this experiment
are displayed in Table III.

C. Result Analysis

Figure 1 shows the memory consumption of the two fine-
tuning methods in the Conformer model within a single epoch.
The blue line represents a large-sized Conformer model, and
the orange line represents a medium-sized Conformer model.
The dotted line represents the experimental results of full fine-
tuning of the original pre-trained model, while the solid line
represents the experimental results of fine-tuning the original

7 https://catalog.ngc.nvidia.com/orgs/nvidia/teams/nemo/models/stt_en_ 
fastconformer_ctc_xlarge

8 https://catalog.ngc.nvidia.com/orgs/nvidia/teams/nemo/models/stt_en_ 
fastconformer_ctc_large
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periments, we only use linear adapter modules combined with
the English pre-trained model and then fine-tune the model
for experiments based on the Hungarian BEA-Base train-
114 dataset. For data augmentation, SpecAugment [25] and
speed perturbation were applied, using the same configuration
as [20]. Throughout the fine-tuning experimental process, for
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dataset to further explore the impact of adding adapters on
the fully fine-tuned model. The whole experimental process
consists of two rounds of fine-tuning experiments. First, the
pre-trained English model was fully fine-tuned, and then the
adapter module was added to the fully fine-tuned model to
fine-tune it again. For the Conformer model, in the first round
of the fine-tuning phase, we used the same parameters as [20],
batch size of 32, 200 training epochs, etc. In the second
fine-tuning phase, two types of adapter modules were used,
linear and tiny-attention. During the fine-tuning process, we
set the learning rate to 0.01, training epochs to 100, and other
parameters consistent with the pre-trained model experiments
in the previous subsection, batch size of 16. The experimental
results are shown in Table III. For the Fast Conformer model,
in the first fine-tuning phase, the batch size was 96, the
learning rate was 0.01, and the experiments were trained in
150 epochs. In the second fine-tuning phase, two types of
adapters were used, with a batch size of 96, a learning rate of
0.02, and 50 epochs training. The results of this experiment
are displayed in Table III.

C. Result Analysis

Figure 1 shows the memory consumption of the two fine-
tuning methods in the Conformer model within a single epoch.
The blue line represents a large-sized Conformer model, and
the orange line represents a medium-sized Conformer model.
The dotted line represents the experimental results of full fine-
tuning of the original pre-trained model, while the solid line
represents the experimental results of fine-tuning the original
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TABLE II
CER(%) / WER(%) RESULTS BASED ON FINE-TUNING THE ENGLISH PRE-TRAINED CONFORMER AND FAST CONFORMER MODEL WITH LINEAR

ADAPTER ADDED.

Foundational Total num Trainable BEA-Base CV12
model params params dev-repet dev-spont eval-repet eval-spont test

FastConformer-Large 116M 0.52% 11.30 / 28.18 16.73 / 33.61 13.21 / 31.14 17.95 / 35.87 17.90 / 39.48
FastConformer-XLarge 610M 0.26% 8.84 / 23.50 14.40 / 31.11 10.56 / 26.70 15.14 / 32.25 16.13 / 37.28

Conformer-Medium 31.1M 0.98% 8.71 / 23.35 11.41 / 26.25 9.20 / 23.97 12.20 / 27.93 14.75 / 35.18
Conformer-Large 122M 0.50% 5.72 / 17.22 8.79 / 21.27 6.32 / 18.51 9.40 / 22.55 10.58 / 27.27
Conformer-XLarge 637M 0.25% 4.19 / 12.21 8.29 / 20.03 4.77 / 13.28 8.73 / 21.08 9.53 / 25.22

TABLE III
CER(%) / WER(%) RESULTS BASED ON TWO ROUNDS OF FINE-TUNING EXPERIMENTS ON ENGLISH PRE-TRAINED CONFORMER AND FAST

CONFORMER MODELS OF DIFFERENT SIZES.

Foundational Total num Trainable Adapter BEA-Base CV12
model params params type dev-repet dev-spont eval-repet eval-spont test
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periments, we only use linear adapter modules combined with
the English pre-trained model and then fine-tune the model
for experiments based on the Hungarian BEA-Base train-
114 dataset. For data augmentation, SpecAugment [25] and
speed perturbation were applied, using the same configuration
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experimental outcomes of the Conformer and Fast Conformer
model are presented in Table II.
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This section focuses on adding adapters to the original
model that has been fully fine-tuned based on the BEA-Base
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8https://catalog.ngc.nvidia.com/orgs/nvidia/teams/nemo/models/stt en
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results are shown in Table III. For the Fast Conformer model,
in the first fine-tuning phase, the batch size was 96, the
learning rate was 0.01, and the experiments were trained in
150 epochs. In the second fine-tuning phase, two types of
adapters were used, with a batch size of 96, a learning rate of
0.02, and 50 epochs training. The results of this experiment
are displayed in Table III.

C. Result Analysis

Figure 1 shows the memory consumption of the two fine-
tuning methods in the Conformer model within a single epoch.
The blue line represents a large-sized Conformer model, and
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The dotted line represents the experimental results of full fine-
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pre-trained model with the addition of a linear adapter to it.
Throughout the experiment, the batch size of training was set
to 16, and GPU memory utilization was logged at intervals
of 5 seconds. The results show that, regardless of model size,
training with a linear adapter takes significantly less memory
than direct full fine-tuning the Conformer model. In addition,
when calculating the training duration of one epoch, it is
clear that the training duration is relatively short for the linear
adapter experiments.

Fig. 1. GPU memory consumption from fine-tuning experiments on medium
and large-sized English pre-trained Conformer models. Direct full fine-
tuning the English pre-trained model is denoted by the dotted line, whereas
incorporating adapters into the pre-trained model for fine-tuning is illustrated
with the solid line.

Fig. 2. GPU memory consumption from fine-tuning experiments on large-
sized English pre-trained Fast Conformer models. Direct full fine-tuning the
English pre-trained model is shown by the dotted line, whereas incorporating
adapters into the pre-trained model for fine-tuning is illustrated by the solid
line.

Figure 2 shows the GPU memory recorded every 5 seconds
in two fine-tuning experiments using the English pre-trained
extra large and large-sized Fast Conformer model. The dotted
line indicates fully fine-tuning the pre-trained model directly,
and the solid line indicates that the linear adapter is added to
the pre-trained model for fine-tuning. The training batch size
is also set as 16.

TABLE IV
RESULTS SHOW THE MAXIMUM GPU MEMORY CONSUMED IN THE

FINE-TUNING EXPERIMENTS FOR CONFORMER AND FAST CONFORMER
MODELS. CORRESPONDS TO THE VALUES IN FIGURE 1 AND 2.

Foundational model Adapter GPU memory (MiB)

Conformer-Large - 23 104
Linear 17 538

Conformer-Medium - 11 724
Linear 10 072

FastConformer-XLarge - 23 662
Linear 11 656

FastConformer-Large - 9 048
Linear 5 832

As can be observed from Figure 2, for fine-tuning linear
adapter experiments, both the training duration and memory
usage required were significantly reduced compared to the full
fine-tuning experiment. Comparing the results of Figure 1 and
Figure 2, it can be clearly seen that the training time of the Fast
Conformer model is much shorter than that of the traditional
Conformer model.

Observing Table II, When fine-tuning a cross-language pre-
trained model with an adapter added, lower word error rates
can also be achieved. However, for Fast Conformer model
experiments, the results obtained are significantly worse than
those of the Conformer model. We infer that the addition of the
adapter to the Fast Conformer resulted in a poorer convergence
of the overall model. By comparing the results of full fine-
tuning experiments in Table III, the Fast Conformer results
in a lower WER in a shorter training duration relative to the
Conformer model, demonstrating the superiority of the Fast
Conformer model. The overall analysis of Table III shows
that for adding separately two types of adapter modules into
the Fast Conformer and Conformer model, the experimental
results have a relatively limited improvement on both CV and
the BEA-Base datasets.

Comparing the results in the two tables, we found that
adding adapters to the Conformer model and training for cross-
lingual transfer learning did not show superior performance
over the full fine-tuning results on the BEA-Base dataset. But
it is worth noting that in the experiment of adding an adapter
into the pre-trained Conformer model, the Xlarge-sized and
large-sized models achieved lower character/word error rates
(CER/WER) on the CommonVoice dataset, 9.53%/25.22%
and 10.58%/27.27% respectively. By comparing the results
in Table II (27.27%) and Table III (34.85%), the WER of
the large-sized model on the CommonVoice dataset relatively
decreased by about 21.7% when incorporating adapter mod-
ules. Comparing the results of the Fast Conformer model in
the two tables, adding the adapter directly to the English
pre-trained Fast Conformer model does not provide better
results based on the BEA-Base dataset. Nevertheless, on the
CommonVoice dataset, we still obtained similar WER results
(39.48%) compared to the full fine-tuning results (39.13%).
We infer that adding adapters to the foundational model for
cross-lingual transfer learning did not significantly improve
the word error rate on the original dataset. However, the
model performs consistently on multiple datasets with wider
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TABLE V
CER(%) / WER(%) ZERO-SHOT RESULTS OF DIFFERENT SIZES WHISPER MODEL ON HUNGARIAN DATASET.

Model Total num BEA-Base CV12
params dev-repet dev-spont eval-repet eval-spont test

whisper-small 242M 6.71 / 32.99 19.67 / 41.25 7.47 / 35.21 20.22 / 41.80 9.83 / 41.05
whisper-medium 764M 4.82 / 21.92 17.97 / 37.18 5.18 / 22.33 19.46 / 38.67 6.91 / 27.61
whisper-large-v2 1.54B 3.74 / 17.54 17.06 / 33.17 3.99 / 18.04 17.06 / 32.76 5.27 / 20.41

applicability and robustness. In contrast, fine-tuning tends to
overfit the current dataset, resulting in poorer performance on
external datasets. In addition, by comparing the results in two
figures, we concluded that the adapter approach significantly
reduces training time and GPU memory consumption.

IV. INCORPORATING ADAPTERS INTO MULTILINGUAL
PRE-TRAINED MODELS

In the study of adding the adapter module into multilingual
pre-trained models, we chose the typical weakly supervised
model Whisper [5] as the foundational model. Different from
the Conformer model experiments, the Whisper model has
been trained on multiple languages, including Hungarian, and
thus fine-tuning is a multilingual to monolingual transfer
learning process.

This section carries out related experiments by using three
Whisper models of different sizes. First, this study directly
evaluate the speech recognition accuracy of Whisper models
on Hungarian datasets. The CER and WER in the experimental
results in Table V are normalized results. The models and
codes used are from the Speech Brain [26], [27]. Among the
zero-shot results, the experimental results of Whisper-large-V2
and Whisper-medium were quoted from paper [20]. Second,
fine-tuning the Whisper model on the Hungarian dataset.
Last, two types of Parameter-Efficient Fine-Tuning (PEFT)
methods [11], namely Low-Rank Adaptation (LoRA) [28]
and Adaptive Low-Rank Adaptation (AdaLoRA) [29] were
used for the experiment. The implementation of the PEFT
method aims to minimize the number of parameters while
maintaining the performance of the model, thus improving
the parameter efficiency. The code we used for train and
evaluating the Whisper experiments in this section is available
at https://github.com/MengYan0901/Whisper-Experiments.

This section focuses on the effect of integrating the Whisper
model with two PEFT methods on the accuracy of speech
recognition in Hungarian. Compared with the experimental
group of the Conformer model, the effect of adding adapters
to the foundational model trained by the target language
in transfer learning is further discussed. Different sizes of
Whisper models (Large-V29, Medium10, Small11) were used
and trained based on the BEA-Base train-114 dataset. In the
testing phase, the CV test set and the BEA-Base test set
were used to evaluate the performance of the model. Tests
on multiple datasets aim to more comprehensively examine
the experimental results of model training.

9https://huggingface.co/openai/whisper-large-v2
10https://huggingface.co/openai/whisper-medium
11https://huggingface.co/openai/whisper-small

A. Fine-tuning Whisper model

In this experiment, Whisper models are fine-tuned across
three distinct scales. Specifically, for the Whisper-large-v2
model, the approach adopted in Paper [20] was used, where
the encoder part was frozen and only the decoder part was
fine-tuned. Conversely, for the Whisper-medium and Whisper-
small models, fine-tune the parameters of the entire model. The
outcomes of these experiments are shown in Table VI. The
results of Whisper-V2 and Whisper-Medium are cited from
the paper [20]. Regarding the experiments of the Whisper-
Small model, the learning rate is set to 3e-4, the batch size
to 16, and training is conducted for 5 epochs on one GPU
of the A6000 server. The results distinctly demonstrate a
notable decrease in word error rate (WER) as the number of
model parameters increased, showing significant improvement,
particularly within the CommonVoice dataset.

B. Incorporating Adapters into Whisper Model

Low-Rank Adaptation (LoRA) [28] is a popular Parameter-
Efficient Fine-Tuning (PEFT) method [11]. When LoRA is
used for downstream fine-tuning tasks, the parameters of the
foundational model remain frozen throughout the training
process, while the trainable rank decomposition matrices are
integrated into each layer of the model transformer architec-
ture [28]. This strategy significantly reduces the trainable pa-
rameters of the model. As indicated in the ”Trainable params”
column of Table VII, trainable parameters are only approxi-
mately 1% of the total model parameters, thereby reducing
training duration and GPU memory usage. Adaptive Low-
Rank Adaptation (AdaLoRA) [29] is a derivative of LoRA
that manages the count of parameters introduced by LoRA.
Throughout training, AdaLoRA will allocate parameters to
different weight matrices based on the degree of adaptation to
the task. The weight matrix that is more adaptable to the task
will be assigned more parameters for training. As shown in the
Trainable params column of Table VIII, trainable parameters
only account for about 0.5% of all model’s parameters.

Our training procedure follows the same configuration as
the last fine-tuning section, but we change the learning rate
to 1e-3 for both LoRA and AdaLoRA experiments, and the
batch size remains unchanged at 16, still running on one GPU
of the A6000 server for 5 epochs. By integrating two types
of adapters (namely LoRA and AdaLoRA) into the Whisper
model, the experimental results given in Tables VII and VIII
show the impact of their application.
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A. Fine-tuning Whisper model

In this experiment, Whisper models are fine-tuned across
three distinct scales. Specifically, for the Whisper-large-v2
model, the approach adopted in Paper [20] was used, where
the encoder part was frozen and only the decoder part was
fine-tuned. Conversely, for the Whisper-medium and Whisper-
small models, fine-tune the parameters of the entire model. The
outcomes of these experiments are shown in Table VI. The
results of Whisper-V2 and Whisper-Medium are cited from
the paper [20]. Regarding the experiments of the Whisper-
Small model, the learning rate is set to 3e-4, the batch size
to 16, and training is conducted for 5 epochs on one GPU
of the A6000 server. The results distinctly demonstrate a
notable decrease in word error rate (WER) as the number of
model parameters increased, showing significant improvement,
particularly within the CommonVoice dataset.

B. Incorporating Adapters into Whisper Model

Low-Rank Adaptation (LoRA) [28] is a popular Parameter-
Efficient Fine-Tuning (PEFT) method [11]. When LoRA is
used for downstream fine-tuning tasks, the parameters of the
foundational model remain frozen throughout the training
process, while the trainable rank decomposition matrices are
integrated into each layer of the model transformer architec-
ture [28]. This strategy significantly reduces the trainable pa-
rameters of the model. As indicated in the ”Trainable params”
column of Table VII, trainable parameters are only approxi-
mately 1% of the total model parameters, thereby reducing
training duration and GPU memory usage. Adaptive Low-
Rank Adaptation (AdaLoRA) [29] is a derivative of LoRA
that manages the count of parameters introduced by LoRA.
Throughout training, AdaLoRA will allocate parameters to
different weight matrices based on the degree of adaptation to
the task. The weight matrix that is more adaptable to the task
will be assigned more parameters for training. As shown in the
Trainable params column of Table VIII, trainable parameters
only account for about 0.5% of all model’s parameters.

Our training procedure follows the same configuration as
the last fine-tuning section, but we change the learning rate
to 1e-3 for both LoRA and AdaLoRA experiments, and the
batch size remains unchanged at 16, still running on one GPU
of the A6000 server for 5 epochs. By integrating two types
of adapters (namely LoRA and AdaLoRA) into the Whisper
model, the experimental results given in Tables VII and VIII
show the impact of their application.

9  https://huggingface.co/openai/whisper-large-v2 
10 https://huggingface.co/openai/whisper-medium 
11 https://huggingface.co/openai/whisper-small

https://huggingface.co/openai/whisper-large-v2
https://huggingface.co/openai/whisper-medium
https://huggingface.co/openai/whisper-small
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TABLE VI
CER(%) / WER(%). RESULTS BASED ON DIRECT FINE-TUNING THE WHISPER MODEL ON THE HUNGARIAN DATASET.

Model Total num Trainable BEA-Base CV12
params params dev-repet dev-spont eval-repet eval-spont test

whisper-small 242M 100% 3.15 / 12.21 9.70 / 26.44 4.17 / 14.35 10.56 / 28.63 20.59 / 58.23
whisper-medium 764M 100% 1.31 / 5.38 7.96 / 18.83 1.50 / 4.90 9.33 / 20.60 7.83 / 27.93
whisper-large-v2 1.54B 58.75% 1.01 / 4.45 7.10 / 16.96 1.23 / 4.37 8.46 / 18.69 6.19 / 23.69

TABLE VII
CER(%) / WER(%). RESULTS BASED ON INCORPORATING LOW-RANK ADAPTATION (LORA) FOR FINE-TUNING ON THE HUNGARIAN DATASET,

UTILIZING WHISPER AS THE FOUNDATIONAL MODEL.

Founditional Total num Trainable BEA-Base CV12
model params params dev-repet dev-spont eval-repet eval-spont test

whisper-small 245M 1.44% 3.37 / 15.47 7.48 / 23.07 3.71 / 15.40 8.75 / 25.59 10.25 / 40.21
whisper-medium 773M 1.22% 2.12 / 10.02 5.80 / 17.91 2.61 / 10.71 6.36 / 19.37 7.66 / 31.29
whisper-large-v2 1.56B 1.01% 1.65 / 7.13 4.74 / 14.89 1.68 / 6.66 5.08 / 15.56 5.91 / 24.22

TABLE VIII
CER(%) / WER(%). RESULTS BASED ON INCORPORATING ADAPTIVE LOW-RANK ADAPTATION (ADALORA) FOR FINE-TUNING ON THE HUNGARIAN

DATASET, UTILIZING WHISPER AS THE FOUNDATIONAL MODEL.

Founditional Total num Trainable BEA-Base CV12
model params params dev-repet dev-spont eval-repet eval-spont test

whisper-small 243M 0.55% 4.32 / 19.49 9.21 / 26.72 4.84 / 20.23 9.35 / 27.46 10.71 / 41.68
whisper-medium 767M 0.46% 2.40 / 10.68 5.72 / 17.67 2.55 / 10.80 6.24 / 18.97 6.62 / 27.49
whisper-large-v2 1.55B 0.38% 1.73 / 8.15 4.86 / 15.17 1.81 / 7.53 5.21 / 15.77 5.47 / 22.64

Fig. 3. GPU memory consumption from fine-tuning experiments on medium-
sized and large-sized Whisper models in one epoch. Direct fine-tuning is
indicated by the dotted line, incorporating LoRA into the model for fine-
tuning is illustrated by the solid light blue line, and incorporating AdaLoRA
into the model for fine-tuning is shown by the solid blue line.

C. Result Analysis

In Tables VI, VII and VIII, the data in bold font represent
the best results obtained in the three experiments. It is clear
that the performance of the model improves with increasing
the number of model parameters whether LoRA or AdaLoRA
is used. Comparing results in three tables, particularly in spon-
taneous speech tasks, both LoRA and AdaLoRA demonstrate
superior performance, with the lowest WER 14.85%/15.16%
on the dev-spont/eval-spont datasets of the BEA-Base dataset.

Figure 3 shows the memory occupation when fine-tuning the

TABLE IX
RESULTS SHOWS THE MAXIMUM GPU MEMORY CONSUMED IN THE

FINE-TUNING EXPERIMENTS FOR WHISPER MODELS (CORRESPONDS TO
THE VALUE IN THE FIGURE 3).

Foundational model Adapter GPU memory (MiB)

whisper-medium
- 26 398

LoRA 17 354
AdaLoRA 17 258

whisper-small
- 14 156

LoRA 12 260
AdaLoRA 12 228

Whisper model in three different ways. Since the experiments
with the whisper-large-V2 model were only trained on the
decoder part of the model’s parameters, it is not suitable
for memory occupation comparisons. The results in Table IX
correspond to the maximum memory occupied by each ex-
periment in Figure 3. It can be observed from Figure 3 and
Table IX that memory occupation can be significantly reduced
when fine-tuning the Whisper model with LoRA or AdaLoRA.
Especially for the medium-sized model, the memory occupa-
tion can be reduced by approximately 1/3, and the effect of
reducing memory occupation is more significant as the model
parameters increase. By comparing the CER/WER results of
three tables, it can be concluded that for the Whisper model,
the addition of an adapter module achieves a reduction in
memory occupation and an improvement in speech recognition
accuracy.
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V. CONCLUSION

In this paper, we added adapter modules to different foun-
dational models for automatic speech recognition tasks. When
adding the adapter module to the foundational model that
has not been trained in the target language, the test accuracy
on the BEA-Base dataset was decreased while a significant
improvement could be obtained on the CV dataset. We inferred
that adapters can preserve the model’s generalization ability
without over-fitting the model to a specific training dataset,
thus helping to maintain model excellence across multiple
datasets. For a multilingual Whisper model (pre-) trained in
Hungarian, adding the adapter module significantly reduced
the word error rate on both datasets. The comparison of
these two models shows that the addition of adapters can
benefit from the foundational model (pre-) trained on the target
language and achieve higher recognition accuracy. Further-
more, the addition of the adapter module showed a significant
reduction in GPU memory consumption for all models during
fine-tuning. Future research will further explore the adapter’s
efficacy for adding to other ASR models in cross-language
transfer learning.
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Abstract—Multi-access Edge Computing (MEC) networks,
particularly with the advent of 5G, aim to reduce latency
and increase speed to meet the demands of resource-intensive
applications in the Internet of Things (IoT), such as private wire-
less networks, online gaming, industry, and remote healthcare.
These applications require guaranteed performance. However,
while Quality of Service (QoS) management is well established
in the Cloud, improving it remains a challenge in MEC en-
vironments. This study addresses this challenge by proposing
heuristic computation offloading algorithms for IoT-intensive
devices in MEC networks. These algorithms aim to minimize
service time while maximizing the QoS, taking into account tasks
and resource characteristics to determine the optimal execution
location for IoT device applications. We evaluated our approach
using the EdgeCloudSim simulator, and the results demonstrate
its superiority over existing solutions. Our approach significantly
improves QoS by reducing the service time of IoT application
tasks. This research fills a gap in efficient QoS improvement and
contributes to advances in computation offloading strategies in
MEC environments. It paves the way for enhanced performance
of IoT applications in these networks.

Index Terms—MEC, IoT, Computation Offloading, Quality of
Service, Heuristic Algorithms, EdgeCloudSim.

I. INTRODUCTION

The Internet of Things (IoT) is a rapidly expanding ecosys-
tem of diverse physical objects connected through various
networks, both wired and wireless [1]. It enhances internet
utilization by linking mobile devices and sensors. However,
IoT faces significant challenges, including high network la-
tency, availability, and mobility, often mitigated through Cloud
Computing [2]. Resource-constrained IoT devices struggle
with limited processing power, memory, and battery life,
complicating the execution of complex tasks. Additionally, the
surge in IoT devices can overload networks accessing Cloud
servers, hindering low-latency and high-capacity applications.
To address these issues, edge computing paradigms, such as
Mobile/Multi-access Edge Computing (MEC), have emerged.

MEC, introduced by the European Telecommunications
Standards Institute (ETSI) [3], enhances edge intelligence and
boosts processing and storage capabilities [4]. By bringing
cloud functionalities closer to the Radio Access Network
(RAN), it provides ultra-low latency and network context
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awareness. ETSI identifies IoT as a key use case for MEC [4],
emphasizing the mutual benefits of their integration [2]. From
the MEC perspective, IoT expands MEC services to various
devices, while from the IoT viewpoint, MEC architecture
offers computing resources closer to users. This integration
significantly aids resource-constrained IoT devices by pro-
viding access to powerful computing at the network edge,
enabling efficient task execution and improved service quality.
According to [5], this integration provides three main benefits:
reduced infrastructure traffic, lower application latency, and
scalable network services. The key advantage is decreased
latency through MEC, which shortens distances and trans-
mission times between resources, facilitating efficient resource
provision for processing IoT applications [6].

Despite growing interest in MEC for IoT, research on
computation offloading remains limited. Recent studies focus
on reducing latency in MEC networks [7], [8], [9], but
offloading for resource-constrained IoT devices has received
insufficient attention. Effective offloading strategies can lower
latency, enhance service quality, and reduce reliance on cen-
tralized cloud systems. Optimizing MEC resources involves
managing limited server capacity to minimize execution delays
and improve user experience. Fair allocation mechanisms
are essential due to the diverse interests of IoT users and
edge servers. The dynamic nature of these systems highlights
the need for ongoing research to develop robust resource
allocation methods that maximize edge computing’s potential
and foster innovation.

This study aims to develop a heuristic-based offloading
strategy that optimizes task execution time and improves
QoS. This paper presents a novel heuristic-based offloading
strategy that addresses the specific challenges faced by IoT
devices. The paper’s structure includes a review of related
work (Section II), the system model and problem formulation
(Section III), the proposed heuristic-based offloading strat-
egy (Section IV), performance evaluation through simulation
results (Section V), and a conclusion with future research
perspectives (Section VI).

II. RELATED WORK

The integration of IoT with MEC provides significant
benefits, such as ultra-low latency, real-time data analytics,
improved resource management, increased capacity, and en-
hanced scalability. By localizing computing capabilities, MEC
reduces bandwidth needs and reliance on central Clouds,
minimizing data transfers to remote data centers.
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offloading for resource-constrained IoT devices has received
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tralized cloud systems. Optimizing MEC resources involves
managing limited server capacity to minimize execution delays
and improve user experience. Fair allocation mechanisms
are essential due to the diverse interests of IoT users and
edge servers. The dynamic nature of these systems highlights
the need for ongoing research to develop robust resource
allocation methods that maximize edge computing’s potential
and foster innovation.

This study aims to develop a heuristic-based offloading
strategy that optimizes task execution time and improves
QoS. This paper presents a novel heuristic-based offloading
strategy that addresses the specific challenges faced by IoT
devices. The paper’s structure includes a review of related
work (Section II), the system model and problem formulation
(Section III), the proposed heuristic-based offloading strat-
egy (Section IV), performance evaluation through simulation
results (Section V), and a conclusion with future research
perspectives (Section VI).

II. RELATED WORK

The integration of IoT with MEC provides significant
benefits, such as ultra-low latency, real-time data analytics,
improved resource management, increased capacity, and en-
hanced scalability. By localizing computing capabilities, MEC
reduces bandwidth needs and reliance on central Clouds,
minimizing data transfers to remote data centers.

mailto:marouane.myyara%40usms.ac.ma?subject=
mailto:lagnfdi.o%40gmail.com?subject=
mailto:lagnfdi.o%40gmail.com?subject=
mailto:anouar.darif%40gmail.com?subject=
mailto:a.farchane%40gmail.com?subject=
https://doi.org/10.36244/ICJ.2024.4.2


Enhancing QoS for IoT Devices through Heuristics-based  
Computation Offloading in Multi-access Edge Computing

INFOCOMMUNICATIONS JOURNAL

DECEMBER 2024 • VOLUME XVI • NUMBER 4 11

JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 2

Researchers have explored collaborative computation of-
floading and resource allocation schemes to enhance task
processing efficiency in MEC systems. MEC facilitates effi-
cient computation, load balancing, and latency reduction by
migrating tasks to resource-rich infrastructures [10]. Recent
studies include dynamic offloading algorithms that optimize
user experience by minimizing service time and balancing
workloads [11], and a deadline-aware scheduling algorithm
that reduces execution time for critical tasks while considering
task type and weight [12]. While many studies focus on
optimizing task processing time, they often neglect the broader
concept of service time, which encompasses both processing
and transmission delays. This paper advances the field by
introducing a novel algorithm that incorporates each task’s
deadline and latency tolerance to minimize service time while
meeting QoS requirements.

Several research efforts have focused on optimizing compu-
tation offloading in MEC to enhance IoT device performance.
One approach is the Lagrange duality resource optimization
algorithm [13], which improves task offloading and resource
allocation compared to traditional methods like random of-
floading and load balancing. This highlights the importance of
efficient processing for real-time IoT applications, addressing
service time and QoS requirements. A notable study [14]
presents a collaborative computing framework that enables de-
vices to partially process tasks across terminals, edge servers,
and the Cloud using a pipeline-based offloading scheme.
Additionally, various models have been developed to reduce
latency and improve system efficiency, including an algorithm
specifically designed to minimize execution latency [15].

Effective joint resource management between MEC and the
central Cloud is crucial for meeting the service demands of
IoT applications, particularly given the limited capabilities of
edge devices compared to Cloud infrastructures [16]. Recent
research has focused on MEC network workload orchestration
and resource allocation strategies to improve IoT application
performance [17]. For instance, [18] explores computation
offloading and bandwidth distribution in IoT networks using
graph-based models for resource optimization. Heuristic meth-
ods, such as the iterative heuristic mobile edge computing
resource allocation algorithm [19], aim to enhance efficiency
and minimize latency.

Despite advancements in MEC and IoT integration, chal-
lenges specific to resource-constrained IoT devices remain un-
addressed. Our primary objective is to minimize task execution
time while considering computing resource constraints and
application requirements. Unlike prior studies, our research
focuses on optimizing QoS for end IoT devices within an
MEC framework. We propose a heuristic-based strategy for
offloading and resource allocation that adheres to constraints
while maximizing task execution efficiency, reducing latency,
and effectively utilizing computing resources.

III. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

The MEC system model, illustrated in Figure 1, features
a three-tier architecture: central cloud, MEC servers, and

wirelessly connected IoT devices. IoT devices can offload
resource-intensive computations to MEC servers or the cloud
for efficient processing. Each MEC server is linked to a
wireless access point or base station, covering a specific area
and serving IoT users. These servers, equipped with sufficient
hardware resources, connect to the Edge Orchestrator (EO)
via a backhaul link, which manages infrastructure resources,
server states, and capacities. Positioned close to users, the
servers connect to the EO through a MAN. The central cloud
consists of high-capacity servers provided by cloud service
providers, accessible via a WAN network linking the EO to
the upper layer. The offloading process begins with the device
and is guided by the EO, considering workload distribution,
computing resources, and network conditions.
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Fig. 1: Multi-layer Multi-access Edge Computing architecture.

B. Notation and Variables

Let M represent the set of MEC nodes, C denote the Central
Cloud, and D the set of IoT devices, with IoTi indicating
device i. Each MEC node m ∈ M is associated with a set of
Virtual Machines (VMs). The computing capacity of each VM,
denoted by F , is measured in MIPS (Millions of Instructions
Per Second). Each IoT device i has one or more computation
tasks, represented by Ti, with each task τi,j characterized
by a length Li,j , indicating the data generated for the task.
The computational capacity required for task j from device
i is Ci,j . These parameters are defined in an XML file in
the EdgeCloudSim simulator [20], allowing for customization
based on application characteristics.

C. Computation Offloading Model

In a multi-layer MEC environment, computation tasks can
be executed locally on the IoT device, offloaded to MEC
servers, or offloaded to central Cloud servers. The computation
task offloading involves two sets of optimization variables:
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that reduces execution time for critical tasks while considering
task type and weight [12]. While many studies focus on
optimizing task processing time, they often neglect the broader
concept of service time, which encompasses both processing
and transmission delays. This paper advances the field by
introducing a novel algorithm that incorporates each task’s
deadline and latency tolerance to minimize service time while
meeting QoS requirements.

Several research efforts have focused on optimizing compu-
tation offloading in MEC to enhance IoT device performance.
One approach is the Lagrange duality resource optimization
algorithm [13], which improves task offloading and resource
allocation compared to traditional methods like random of-
floading and load balancing. This highlights the importance of
efficient processing for real-time IoT applications, addressing
service time and QoS requirements. A notable study [14]
presents a collaborative computing framework that enables de-
vices to partially process tasks across terminals, edge servers,
and the Cloud using a pipeline-based offloading scheme.
Additionally, various models have been developed to reduce
latency and improve system efficiency, including an algorithm
specifically designed to minimize execution latency [15].

Effective joint resource management between MEC and the
central Cloud is crucial for meeting the service demands of
IoT applications, particularly given the limited capabilities of
edge devices compared to Cloud infrastructures [16]. Recent
research has focused on MEC network workload orchestration
and resource allocation strategies to improve IoT application
performance [17]. For instance, [18] explores computation
offloading and bandwidth distribution in IoT networks using
graph-based models for resource optimization. Heuristic meth-
ods, such as the iterative heuristic mobile edge computing
resource allocation algorithm [19], aim to enhance efficiency
and minimize latency.

Despite advancements in MEC and IoT integration, chal-
lenges specific to resource-constrained IoT devices remain un-
addressed. Our primary objective is to minimize task execution
time while considering computing resource constraints and
application requirements. Unlike prior studies, our research
focuses on optimizing QoS for end IoT devices within an
MEC framework. We propose a heuristic-based strategy for
offloading and resource allocation that adheres to constraints
while maximizing task execution efficiency, reducing latency,
and effectively utilizing computing resources.

III. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

The MEC system model, illustrated in Figure 1, features
a three-tier architecture: central cloud, MEC servers, and

wirelessly connected IoT devices. IoT devices can offload
resource-intensive computations to MEC servers or the cloud
for efficient processing. Each MEC server is linked to a
wireless access point or base station, covering a specific area
and serving IoT users. These servers, equipped with sufficient
hardware resources, connect to the Edge Orchestrator (EO)
via a backhaul link, which manages infrastructure resources,
server states, and capacities. Positioned close to users, the
servers connect to the EO through a MAN. The central cloud
consists of high-capacity servers provided by cloud service
providers, accessible via a WAN network linking the EO to
the upper layer. The offloading process begins with the device
and is guided by the EO, considering workload distribution,
computing resources, and network conditions.
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Fig. 1: Multi-layer Multi-access Edge Computing architecture.

B. Notation and Variables

Let M represent the set of MEC nodes, C denote the Central
Cloud, and D the set of IoT devices, with IoTi indicating
device i. Each MEC node m ∈ M is associated with a set of
Virtual Machines (VMs). The computing capacity of each VM,
denoted by F , is measured in MIPS (Millions of Instructions
Per Second). Each IoT device i has one or more computation
tasks, represented by Ti, with each task τi,j characterized
by a length Li,j , indicating the data generated for the task.
The computational capacity required for task j from device
i is Ci,j . These parameters are defined in an XML file in
the EdgeCloudSim simulator [20], allowing for customization
based on application characteristics.

C. Computation Offloading Model

In a multi-layer MEC environment, computation tasks can
be executed locally on the IoT device, offloaded to MEC
servers, or offloaded to central Cloud servers. The computation
task offloading involves two sets of optimization variables:
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• Binary Variable A: This variable is defined as A = {αi,j |
i ∈ D, j ∈ Ti}. Here, αi,j takes a value of 0 if task data
τi,j is offloaded, and 1 if it is executed locally.

• Binary Variable B: This variable is defined as B = {βi,j |
i ∈ D, j ∈ Ti}. Here, βi,j equals 1 if the task is offloaded
to an MEC server, and 0 if it is offloaded to the Cloud.

D. Task Computation Model

In this section, we focus on the task computation models in
the MEC architecture, providing estimations for determining
local processing times and remote processing times.

1) Local Computation: Local computation processes tasks
directly on the user’s IoT device, resulting in low latency
since data does not need to be transferred to a remote server.
However, if the task size is large or the device’s computing
capacity is limited, offloading may be necessary. Let FIoTi

denote the computing power of the IoT device i in MIPS. The
overall service time for local computation, denoted as T IoT

τi,j ,
can be calculated as:

T IoT
τi,j =

Li,j

FIoTi

(1)

The local computation delay depends on task size and
computing power. Larger tasks or weaker computing power
result in longer delays. Local computation has no transmission
delays as data is processed on the user’s IoT device.

2) Computation in MEC Servers: Computation in MEC
servers leverages proximity to end-users to achieve low la-
tency. Offloading tasks to nearby MEC servers typically re-
duces service time compared to local computation. However,
task execution on MEC servers incurs delays due to wireless
transmission from IoT devices. The total execution time on
an MEC server includes both transmission and computation
delays. Let FMECm denote the computing power of the m-th
MEC server. The execution time of task τi,j on MEC server
m can be expressed as:

Tm
Com(i,j) =

Li,j

FMECm

(2)

The total delay, considering both transmission and compu-
tation times, for transmitting the input data and receiving the
computation results from the IoT layer to the MEC server
through the wireless channel can be expressed as:

TMECm
τi,j = Tm

Com(i,j) + Tm
Up(i,j) + Tm

Dw(i,j) (3)

where Tm
Com(i,j) represents the computation time for task j

on MEC server m, Tm
Up(i,j) represents the upload data transfer

time, and Tm
Dw(i,j) represents the download data transfer time

from the MEC server back to the IoT device.
3) Computation in Cloud Servers: Computation in Cloud

servers offers high processing power and storage capacity but
incurs higher latency due to the distance of data transfer. When
MEC servers cannot process offloaded tasks promptly, they are
sent to the Cloud server over the wireless network. The total
delay in Cloud server computation consists of transmission
and processing delays. The computation time in the Cloud is
given by:

T cloud
Com(i,j) =

Li,j

FCloud
(4)

Where FCloud represents the computing power of the Cloud
server in MIPS. Similar to the MEC server case, there is
a transmission delay for uploading and downloading data,
denoted as T cloud

Up(i,j) and T cloud
Dw(i,j) respectively. The total delay

for offloading a task to the Cloud server is the sum of the
computation time and the transmission delay:

TCloud
τi,j = T cloud

Com(i,j) + T cloud
Up(i,j) + T cloud

Dw(i,j) (5)

Figure 2 illustrates task computation models for local
computation, MEC servers, and Cloud servers, indicating
task offloading and allocation in the MEC architecture. It’s
important to note that transmission delay in the Cloud server
case is typically longer due to distance and potential network
congestion.
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E. Problem Formulation

The objective of this study is to minimize the execution time
of computing tasks in an MEC system by optimizing task
offloading and resource allocation. We consider application
constraints, available computing capacities, and resources. Our
problem is formulated as a minimization problem with an
objective function that incorporates task constraints, resource
capacities, and offloading decision variables:

Minimize P =
D∑
i=1

Ti∑
j=1

M∑
m=1

αi,jT
IoT
τi,j + (1− αi,j)× (6)

(
βi,jT

MECm
τi,j + (1− βi,j)T

Cloud
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)
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• Binary Variable A: This variable is defined as A = {αi,j |
i ∈ D, j ∈ Ti}. Here, αi,j takes a value of 0 if task data
τi,j is offloaded, and 1 if it is executed locally.

• Binary Variable B: This variable is defined as B = {βi,j |
i ∈ D, j ∈ Ti}. Here, βi,j equals 1 if the task is offloaded
to an MEC server, and 0 if it is offloaded to the Cloud.

D. Task Computation Model

In this section, we focus on the task computation models in
the MEC architecture, providing estimations for determining
local processing times and remote processing times.

1) Local Computation: Local computation processes tasks
directly on the user’s IoT device, resulting in low latency
since data does not need to be transferred to a remote server.
However, if the task size is large or the device’s computing
capacity is limited, offloading may be necessary. Let FIoTi

denote the computing power of the IoT device i in MIPS. The
overall service time for local computation, denoted as T IoT

τi,j ,
can be calculated as:

T IoT
τi,j =

Li,j

FIoTi

(1)

The local computation delay depends on task size and
computing power. Larger tasks or weaker computing power
result in longer delays. Local computation has no transmission
delays as data is processed on the user’s IoT device.

2) Computation in MEC Servers: Computation in MEC
servers leverages proximity to end-users to achieve low la-
tency. Offloading tasks to nearby MEC servers typically re-
duces service time compared to local computation. However,
task execution on MEC servers incurs delays due to wireless
transmission from IoT devices. The total execution time on
an MEC server includes both transmission and computation
delays. Let FMECm denote the computing power of the m-th
MEC server. The execution time of task τi,j on MEC server
m can be expressed as:

Tm
Com(i,j) =

Li,j

FMECm

(2)

The total delay, considering both transmission and compu-
tation times, for transmitting the input data and receiving the
computation results from the IoT layer to the MEC server
through the wireless channel can be expressed as:

TMECm
τi,j = Tm

Com(i,j) + Tm
Up(i,j) + Tm

Dw(i,j) (3)

where Tm
Com(i,j) represents the computation time for task j

on MEC server m, Tm
Up(i,j) represents the upload data transfer

time, and Tm
Dw(i,j) represents the download data transfer time

from the MEC server back to the IoT device.
3) Computation in Cloud Servers: Computation in Cloud

servers offers high processing power and storage capacity but
incurs higher latency due to the distance of data transfer. When
MEC servers cannot process offloaded tasks promptly, they are
sent to the Cloud server over the wireless network. The total
delay in Cloud server computation consists of transmission
and processing delays. The computation time in the Cloud is
given by:

T cloud
Com(i,j) =

Li,j

FCloud
(4)

Where FCloud represents the computing power of the Cloud
server in MIPS. Similar to the MEC server case, there is
a transmission delay for uploading and downloading data,
denoted as T cloud

Up(i,j) and T cloud
Dw(i,j) respectively. The total delay

for offloading a task to the Cloud server is the sum of the
computation time and the transmission delay:

TCloud
τi,j = T cloud

Com(i,j) + T cloud
Up(i,j) + T cloud

Dw(i,j) (5)

Figure 2 illustrates task computation models for local
computation, MEC servers, and Cloud servers, indicating
task offloading and allocation in the MEC architecture. It’s
important to note that transmission delay in the Cloud server
case is typically longer due to distance and potential network
congestion.
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E. Problem Formulation

The objective of this study is to minimize the execution time
of computing tasks in an MEC system by optimizing task
offloading and resource allocation. We consider application
constraints, available computing capacities, and resources. Our
problem is formulated as a minimization problem with an
objective function that incorporates task constraints, resource
capacities, and offloading decision variables:

Minimize P =
D∑
i=1

Ti∑
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• Binary Variable A: This variable is defined as A = {αi,j |
i ∈ D, j ∈ Ti}. Here, αi,j takes a value of 0 if task data
τi,j is offloaded, and 1 if it is executed locally.

• Binary Variable B: This variable is defined as B = {βi,j |
i ∈ D, j ∈ Ti}. Here, βi,j equals 1 if the task is offloaded
to an MEC server, and 0 if it is offloaded to the Cloud.

D. Task Computation Model

In this section, we focus on the task computation models in
the MEC architecture, providing estimations for determining
local processing times and remote processing times.

1) Local Computation: Local computation processes tasks
directly on the user’s IoT device, resulting in low latency
since data does not need to be transferred to a remote server.
However, if the task size is large or the device’s computing
capacity is limited, offloading may be necessary. Let FIoTi

denote the computing power of the IoT device i in MIPS. The
overall service time for local computation, denoted as T IoT

τi,j ,
can be calculated as:

T IoT
τi,j =

Li,j

FIoTi

(1)

The local computation delay depends on task size and
computing power. Larger tasks or weaker computing power
result in longer delays. Local computation has no transmission
delays as data is processed on the user’s IoT device.

2) Computation in MEC Servers: Computation in MEC
servers leverages proximity to end-users to achieve low la-
tency. Offloading tasks to nearby MEC servers typically re-
duces service time compared to local computation. However,
task execution on MEC servers incurs delays due to wireless
transmission from IoT devices. The total execution time on
an MEC server includes both transmission and computation
delays. Let FMECm denote the computing power of the m-th
MEC server. The execution time of task τi,j on MEC server
m can be expressed as:

Tm
Com(i,j) =

Li,j

FMECm

(2)

The total delay, considering both transmission and compu-
tation times, for transmitting the input data and receiving the
computation results from the IoT layer to the MEC server
through the wireless channel can be expressed as:

TMECm
τi,j = Tm

Com(i,j) + Tm
Up(i,j) + Tm

Dw(i,j) (3)

where Tm
Com(i,j) represents the computation time for task j

on MEC server m, Tm
Up(i,j) represents the upload data transfer

time, and Tm
Dw(i,j) represents the download data transfer time

from the MEC server back to the IoT device.
3) Computation in Cloud Servers: Computation in Cloud

servers offers high processing power and storage capacity but
incurs higher latency due to the distance of data transfer. When
MEC servers cannot process offloaded tasks promptly, they are
sent to the Cloud server over the wireless network. The total
delay in Cloud server computation consists of transmission
and processing delays. The computation time in the Cloud is
given by:

T cloud
Com(i,j) =

Li,j

FCloud
(4)

Where FCloud represents the computing power of the Cloud
server in MIPS. Similar to the MEC server case, there is
a transmission delay for uploading and downloading data,
denoted as T cloud

Up(i,j) and T cloud
Dw(i,j) respectively. The total delay

for offloading a task to the Cloud server is the sum of the
computation time and the transmission delay:

TCloud
τi,j = T cloud

Com(i,j) + T cloud
Up(i,j) + T cloud

Dw(i,j) (5)

Figure 2 illustrates task computation models for local
computation, MEC servers, and Cloud servers, indicating
task offloading and allocation in the MEC architecture. It’s
important to note that transmission delay in the Cloud server
case is typically longer due to distance and potential network
congestion.
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E. Problem Formulation

The objective of this study is to minimize the execution time
of computing tasks in an MEC system by optimizing task
offloading and resource allocation. We consider application
constraints, available computing capacities, and resources. Our
problem is formulated as a minimization problem with an
objective function that incorporates task constraints, resource
capacities, and offloading decision variables:
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• Binary Variable A: This variable is defined as A = {αi,j |
i ∈ D, j ∈ Ti}. Here, αi,j takes a value of 0 if task data
τi,j is offloaded, and 1 if it is executed locally.

• Binary Variable B: This variable is defined as B = {βi,j |
i ∈ D, j ∈ Ti}. Here, βi,j equals 1 if the task is offloaded
to an MEC server, and 0 if it is offloaded to the Cloud.

D. Task Computation Model

In this section, we focus on the task computation models in
the MEC architecture, providing estimations for determining
local processing times and remote processing times.

1) Local Computation: Local computation processes tasks
directly on the user’s IoT device, resulting in low latency
since data does not need to be transferred to a remote server.
However, if the task size is large or the device’s computing
capacity is limited, offloading may be necessary. Let FIoTi

denote the computing power of the IoT device i in MIPS. The
overall service time for local computation, denoted as T IoT

τi,j ,
can be calculated as:

T IoT
τi,j =

Li,j

FIoTi

(1)

The local computation delay depends on task size and
computing power. Larger tasks or weaker computing power
result in longer delays. Local computation has no transmission
delays as data is processed on the user’s IoT device.

2) Computation in MEC Servers: Computation in MEC
servers leverages proximity to end-users to achieve low la-
tency. Offloading tasks to nearby MEC servers typically re-
duces service time compared to local computation. However,
task execution on MEC servers incurs delays due to wireless
transmission from IoT devices. The total execution time on
an MEC server includes both transmission and computation
delays. Let FMECm denote the computing power of the m-th
MEC server. The execution time of task τi,j on MEC server
m can be expressed as:

Tm
Com(i,j) =

Li,j

FMECm

(2)

The total delay, considering both transmission and compu-
tation times, for transmitting the input data and receiving the
computation results from the IoT layer to the MEC server
through the wireless channel can be expressed as:

TMECm
τi,j = Tm

Com(i,j) + Tm
Up(i,j) + Tm

Dw(i,j) (3)

where Tm
Com(i,j) represents the computation time for task j

on MEC server m, Tm
Up(i,j) represents the upload data transfer

time, and Tm
Dw(i,j) represents the download data transfer time

from the MEC server back to the IoT device.
3) Computation in Cloud Servers: Computation in Cloud

servers offers high processing power and storage capacity but
incurs higher latency due to the distance of data transfer. When
MEC servers cannot process offloaded tasks promptly, they are
sent to the Cloud server over the wireless network. The total
delay in Cloud server computation consists of transmission
and processing delays. The computation time in the Cloud is
given by:

T cloud
Com(i,j) =

Li,j

FCloud
(4)

Where FCloud represents the computing power of the Cloud
server in MIPS. Similar to the MEC server case, there is
a transmission delay for uploading and downloading data,
denoted as T cloud

Up(i,j) and T cloud
Dw(i,j) respectively. The total delay

for offloading a task to the Cloud server is the sum of the
computation time and the transmission delay:

TCloud
τi,j = T cloud

Com(i,j) + T cloud
Up(i,j) + T cloud

Dw(i,j) (5)

Figure 2 illustrates task computation models for local
computation, MEC servers, and Cloud servers, indicating
task offloading and allocation in the MEC architecture. It’s
important to note that transmission delay in the Cloud server
case is typically longer due to distance and potential network
congestion.
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E. Problem Formulation

The objective of this study is to minimize the execution time
of computing tasks in an MEC system by optimizing task
offloading and resource allocation. We consider application
constraints, available computing capacities, and resources. Our
problem is formulated as a minimization problem with an
objective function that incorporates task constraints, resource
capacities, and offloading decision variables:
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• Binary Variable A: This variable is defined as A = {αi,j |
i ∈ D, j ∈ Ti}. Here, αi,j takes a value of 0 if task data
τi,j is offloaded, and 1 if it is executed locally.

• Binary Variable B: This variable is defined as B = {βi,j |
i ∈ D, j ∈ Ti}. Here, βi,j equals 1 if the task is offloaded
to an MEC server, and 0 if it is offloaded to the Cloud.

D. Task Computation Model

In this section, we focus on the task computation models in
the MEC architecture, providing estimations for determining
local processing times and remote processing times.

1) Local Computation: Local computation processes tasks
directly on the user’s IoT device, resulting in low latency
since data does not need to be transferred to a remote server.
However, if the task size is large or the device’s computing
capacity is limited, offloading may be necessary. Let FIoTi

denote the computing power of the IoT device i in MIPS. The
overall service time for local computation, denoted as T IoT

τi,j ,
can be calculated as:

T IoT
τi,j =

Li,j

FIoTi

(1)

The local computation delay depends on task size and
computing power. Larger tasks or weaker computing power
result in longer delays. Local computation has no transmission
delays as data is processed on the user’s IoT device.

2) Computation in MEC Servers: Computation in MEC
servers leverages proximity to end-users to achieve low la-
tency. Offloading tasks to nearby MEC servers typically re-
duces service time compared to local computation. However,
task execution on MEC servers incurs delays due to wireless
transmission from IoT devices. The total execution time on
an MEC server includes both transmission and computation
delays. Let FMECm denote the computing power of the m-th
MEC server. The execution time of task τi,j on MEC server
m can be expressed as:

Tm
Com(i,j) =

Li,j

FMECm

(2)

The total delay, considering both transmission and compu-
tation times, for transmitting the input data and receiving the
computation results from the IoT layer to the MEC server
through the wireless channel can be expressed as:

TMECm
τi,j = Tm

Com(i,j) + Tm
Up(i,j) + Tm

Dw(i,j) (3)

where Tm
Com(i,j) represents the computation time for task j

on MEC server m, Tm
Up(i,j) represents the upload data transfer

time, and Tm
Dw(i,j) represents the download data transfer time

from the MEC server back to the IoT device.
3) Computation in Cloud Servers: Computation in Cloud

servers offers high processing power and storage capacity but
incurs higher latency due to the distance of data transfer. When
MEC servers cannot process offloaded tasks promptly, they are
sent to the Cloud server over the wireless network. The total
delay in Cloud server computation consists of transmission
and processing delays. The computation time in the Cloud is
given by:

T cloud
Com(i,j) =

Li,j

FCloud
(4)

Where FCloud represents the computing power of the Cloud
server in MIPS. Similar to the MEC server case, there is
a transmission delay for uploading and downloading data,
denoted as T cloud

Up(i,j) and T cloud
Dw(i,j) respectively. The total delay

for offloading a task to the Cloud server is the sum of the
computation time and the transmission delay:

TCloud
τi,j = T cloud

Com(i,j) + T cloud
Up(i,j) + T cloud

Dw(i,j) (5)

Figure 2 illustrates task computation models for local
computation, MEC servers, and Cloud servers, indicating
task offloading and allocation in the MEC architecture. It’s
important to note that transmission delay in the Cloud server
case is typically longer due to distance and potential network
congestion.
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The objective of this study is to minimize the execution time
of computing tasks in an MEC system by optimizing task
offloading and resource allocation. We consider application
constraints, available computing capacities, and resources. Our
problem is formulated as a minimization problem with an
objective function that incorporates task constraints, resource
capacities, and offloading decision variables:
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• Binary Variable A: This variable is defined as A = {αi,j |
i ∈ D, j ∈ Ti}. Here, αi,j takes a value of 0 if task data
τi,j is offloaded, and 1 if it is executed locally.

• Binary Variable B: This variable is defined as B = {βi,j |
i ∈ D, j ∈ Ti}. Here, βi,j equals 1 if the task is offloaded
to an MEC server, and 0 if it is offloaded to the Cloud.

D. Task Computation Model

In this section, we focus on the task computation models in
the MEC architecture, providing estimations for determining
local processing times and remote processing times.

1) Local Computation: Local computation processes tasks
directly on the user’s IoT device, resulting in low latency
since data does not need to be transferred to a remote server.
However, if the task size is large or the device’s computing
capacity is limited, offloading may be necessary. Let FIoTi

denote the computing power of the IoT device i in MIPS. The
overall service time for local computation, denoted as T IoT

τi,j ,
can be calculated as:

T IoT
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The local computation delay depends on task size and
computing power. Larger tasks or weaker computing power
result in longer delays. Local computation has no transmission
delays as data is processed on the user’s IoT device.

2) Computation in MEC Servers: Computation in MEC
servers leverages proximity to end-users to achieve low la-
tency. Offloading tasks to nearby MEC servers typically re-
duces service time compared to local computation. However,
task execution on MEC servers incurs delays due to wireless
transmission from IoT devices. The total execution time on
an MEC server includes both transmission and computation
delays. Let FMECm denote the computing power of the m-th
MEC server. The execution time of task τi,j on MEC server
m can be expressed as:
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The total delay, considering both transmission and compu-
tation times, for transmitting the input data and receiving the
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from the MEC server back to the IoT device.
3) Computation in Cloud Servers: Computation in Cloud

servers offers high processing power and storage capacity but
incurs higher latency due to the distance of data transfer. When
MEC servers cannot process offloaded tasks promptly, they are
sent to the Cloud server over the wireless network. The total
delay in Cloud server computation consists of transmission
and processing delays. The computation time in the Cloud is
given by:

T cloud
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Where FCloud represents the computing power of the Cloud
server in MIPS. Similar to the MEC server case, there is
a transmission delay for uploading and downloading data,
denoted as T cloud

Up(i,j) and T cloud
Dw(i,j) respectively. The total delay

for offloading a task to the Cloud server is the sum of the
computation time and the transmission delay:
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Figure 2 illustrates task computation models for local
computation, MEC servers, and Cloud servers, indicating
task offloading and allocation in the MEC architecture. It’s
important to note that transmission delay in the Cloud server
case is typically longer due to distance and potential network
congestion.
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E. Problem Formulation

The objective of this study is to minimize the execution time
of computing tasks in an MEC system by optimizing task
offloading and resource allocation. We consider application
constraints, available computing capacities, and resources. Our
problem is formulated as a minimization problem with an
objective function that incorporates task constraints, resource
capacities, and offloading decision variables:
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given by:
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τi,j is offloaded, and 1 if it is executed locally.
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capacity is limited, offloading may be necessary. Let FIoTi

denote the computing power of the IoT device i in MIPS. The
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can be calculated as:

T IoT
τi,j =

Li,j

FIoTi

(1)

The local computation delay depends on task size and
computing power. Larger tasks or weaker computing power
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delays as data is processed on the user’s IoT device.
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servers leverages proximity to end-users to achieve low la-
tency. Offloading tasks to nearby MEC servers typically re-
duces service time compared to local computation. However,
task execution on MEC servers incurs delays due to wireless
transmission from IoT devices. The total execution time on
an MEC server includes both transmission and computation
delays. Let FMECm denote the computing power of the m-th
MEC server. The execution time of task τi,j on MEC server
m can be expressed as:
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The total delay, considering both transmission and compu-
tation times, for transmitting the input data and receiving the
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through the wireless channel can be expressed as:
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where Tm
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Up(i,j) represents the upload data transfer

time, and Tm
Dw(i,j) represents the download data transfer time

from the MEC server back to the IoT device.
3) Computation in Cloud Servers: Computation in Cloud

servers offers high processing power and storage capacity but
incurs higher latency due to the distance of data transfer. When
MEC servers cannot process offloaded tasks promptly, they are
sent to the Cloud server over the wireless network. The total
delay in Cloud server computation consists of transmission
and processing delays. The computation time in the Cloud is
given by:

T cloud
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Where FCloud represents the computing power of the Cloud
server in MIPS. Similar to the MEC server case, there is
a transmission delay for uploading and downloading data,
denoted as T cloud

Up(i,j) and T cloud
Dw(i,j) respectively. The total delay

for offloading a task to the Cloud server is the sum of the
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Figure 2 illustrates task computation models for local
computation, MEC servers, and Cloud servers, indicating
task offloading and allocation in the MEC architecture. It’s
important to note that transmission delay in the Cloud server
case is typically longer due to distance and potential network
congestion.
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• Binary Variable A: This variable is defined as A = {αi,j |
i ∈ D, j ∈ Ti}. Here, αi,j takes a value of 0 if task data
τi,j is offloaded, and 1 if it is executed locally.

• Binary Variable B: This variable is defined as B = {βi,j |
i ∈ D, j ∈ Ti}. Here, βi,j equals 1 if the task is offloaded
to an MEC server, and 0 if it is offloaded to the Cloud.

D. Task Computation Model

In this section, we focus on the task computation models in
the MEC architecture, providing estimations for determining
local processing times and remote processing times.

1) Local Computation: Local computation processes tasks
directly on the user’s IoT device, resulting in low latency
since data does not need to be transferred to a remote server.
However, if the task size is large or the device’s computing
capacity is limited, offloading may be necessary. Let FIoTi

denote the computing power of the IoT device i in MIPS. The
overall service time for local computation, denoted as T IoT

τi,j ,
can be calculated as:

T IoT
τi,j =
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FIoTi

(1)

The local computation delay depends on task size and
computing power. Larger tasks or weaker computing power
result in longer delays. Local computation has no transmission
delays as data is processed on the user’s IoT device.

2) Computation in MEC Servers: Computation in MEC
servers leverages proximity to end-users to achieve low la-
tency. Offloading tasks to nearby MEC servers typically re-
duces service time compared to local computation. However,
task execution on MEC servers incurs delays due to wireless
transmission from IoT devices. The total execution time on
an MEC server includes both transmission and computation
delays. Let FMECm denote the computing power of the m-th
MEC server. The execution time of task τi,j on MEC server
m can be expressed as:

Tm
Com(i,j) =

Li,j

FMECm

(2)

The total delay, considering both transmission and compu-
tation times, for transmitting the input data and receiving the
computation results from the IoT layer to the MEC server
through the wireless channel can be expressed as:
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where Tm
Com(i,j) represents the computation time for task j

on MEC server m, Tm
Up(i,j) represents the upload data transfer

time, and Tm
Dw(i,j) represents the download data transfer time

from the MEC server back to the IoT device.
3) Computation in Cloud Servers: Computation in Cloud

servers offers high processing power and storage capacity but
incurs higher latency due to the distance of data transfer. When
MEC servers cannot process offloaded tasks promptly, they are
sent to the Cloud server over the wireless network. The total
delay in Cloud server computation consists of transmission
and processing delays. The computation time in the Cloud is
given by:

T cloud
Com(i,j) =

Li,j

FCloud
(4)

Where FCloud represents the computing power of the Cloud
server in MIPS. Similar to the MEC server case, there is
a transmission delay for uploading and downloading data,
denoted as T cloud

Up(i,j) and T cloud
Dw(i,j) respectively. The total delay

for offloading a task to the Cloud server is the sum of the
computation time and the transmission delay:

TCloud
τi,j = T cloud

Com(i,j) + T cloud
Up(i,j) + T cloud
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Figure 2 illustrates task computation models for local
computation, MEC servers, and Cloud servers, indicating
task offloading and allocation in the MEC architecture. It’s
important to note that transmission delay in the Cloud server
case is typically longer due to distance and potential network
congestion.
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The objective of this study is to minimize the execution time
of computing tasks in an MEC system by optimizing task
offloading and resource allocation. We consider application
constraints, available computing capacities, and resources. Our
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capacities, and offloading decision variables:
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Subject to:
αi,j , βi,j ∈ {0, 1} , ∀i ∈ D, ∀j ∈ Ti (6a)

D∑
i=1

Ti∑
j=1

(1− αi,j)× βi,jCi,j ≤
M∑

m=1

FMECm
(6b)

D∑
i=1

Ti∑
j=1

(1− αi,j)(1− βi,j)Ci,j ≤ FCloud (6c)

D∑
i=1

Ti∑
j=1

αi,jCi,j ≤
D∑
i=1

FIoTi
(6d)

D∑
i=1

Ti∑
j=1

M∑
m=1

(1− αi,j)βi,jFMECm
≤

M∑
m=1

ThMECm
(6e)

The problem is subject to the following constraints: Con-
straint (6a) ensures that the decision variables (αi,j , βi,j) are
binary. Constraint (6b) guarantees that the server’s computing
capacity is sufficient if a task is offloaded to an MEC server.
Constraint (6c) verifies that the capacity is adequate for tasks
offloaded to the cloud server. Constraint (6d) ensures the
device’s computing capacity is sufficient for local execution.
Finally, constraint (6e) restricts MEC server resource utiliza-
tion to a specified threshold ThMECm , typically set around 80%.

By addressing this optimization challenge, we can identify
effective task offloading and resource allocation strategies
that minimize total execution time while adhering to MEC
system constraints. This problem can be formulated as an
Integer Linear Programming (ILP) model, which provides
optimal solutions [21] but faces high computational com-
plexity, complicating real-time implementation for large-scale
applications. To overcome this, heuristic strategies have been
developed, balancing solution quality with computational ef-
ficiency. These methods enable real-time offloading decisions
and resource optimization associated with ILP, ensuring sys-
tem agility in managing dynamic task arrivals.

IV. HEURISTIC-BASED OFFLOADING STRATEGY FOR QOS
IMPROVEMENT

We propose a Heuristic-based Offloading strategy to en-
hance QoS (HOQoS) in MEC environments. Our goal is to
optimize offloading decisions for computing tasks while con-
sidering time constraints, resource limitations, and application
requirements. Utilizing greedy heuristics, we explore the solu-
tion space to make optimal decisions for each task, factoring in
predicted execution times across different architecture layers.
By assessing the impact of offloading on overall service time,
we aim for significant QoS improvement.

A key component of our strategy is the Offloading Decision
Variable Identification (ODVI) algorithm (Algorithm 1), which
determines the best offloading decision (αi,j , βi,j) for each
incoming task τi,j . The algorithm initializes the minimum
time as infinite and the decision variables as zero. For each
task, it calculates the local execution time T IoT

τi,j and estimates
delays on MEC servers TMECm

τi,j and in the Cloud TCloud
τi,j . The

task is assigned to the server with the shortest delay Tmin,
while respecting the maximum acceptable delay constraint.
The decision variables (αi,j , βi,j) are then based on the chosen
optimal location, focusing on individual tasks rather than
overall execution time.

Algorithm 1 Offloading Decision Variable Identification
(ODVI)

Require: (M, C,D, Ti)
Ensure: (αi,j , βi,j) Offloading decision variables

1: TMin(i,j) ← ∞
2: Decision variables (αi,j , βi,j) ← ∅
3: for i ∈ D do
4: for j ∈ Ti do
5: for m ∈ M do
6: TMin(i,j) ← min(TMin(i,j), T

IoT
τi,j , TMECm

τi,j , TCloud
τi,j )

7: end for
8: if TMin(i,j) = T IoT

τi,j then
9: αi,j ← 1

10: else
11: if TMin(i,j) = TCloud

τi,j then
12: αi,j ← 0
13: βi,j ← 0
14: else
15: αi,j ← 0
16: βi,j ← 1
17: end if
18: end if
19: end for
20: end for
21: return (αi,j , βi,j)

The ODVI algorithm, while effective for individual task
offloading, has limitations in global optimization and resource
contention management. Its focus on single tasks can lead to
suboptimal overall system performance and does not address
resource contention among multiple tasks. To overcome these
issues, we introduce the Virtual Machine Selection for Execu-
tion (VMSE) algorithm (Algorithm 2).

VMSE tackles the global optimization problem by con-
sidering overall system resource allocation when selecting
a virtual machine for each incoming task τi,j . It implic-
itly manages resource contention by prioritizing VMs with
lower utilization. The algorithm evaluates the characteristics
of incoming tasks against the current utilization of MEC
servers and the Cloud, selecting the least utilized VM that
meets the task’s performance, resource, and time constraints.
This integration significantly enhances QoS through efficient
resource utilization and improved task execution efficiency.

To optimize task offloading and resource allocation, we de-
veloped the HOQoS algorithm (Algorithm 3), which integrates
the features of the ODVI and VMSE algorithms. First, the
ODVI algorithm evaluates available execution environments
by considering MEC server performance and network latency,
generating decision variable pairs based on task characteristics
such as size, complexity, and time constraints. These pairs
represent potential execution options for each task. Next, the
VMSE algorithm selects the optimal execution location by
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binary. Constraint (6b) guarantees that the server’s computing
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Constraint (6c) verifies that the capacity is adequate for tasks
offloaded to the cloud server. Constraint (6d) ensures the
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ficiency. These methods enable real-time offloading decisions
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We propose a Heuristic-based Offloading strategy to en-
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requirements. Utilizing greedy heuristics, we explore the solu-
tion space to make optimal decisions for each task, factoring in
predicted execution times across different architecture layers.
By assessing the impact of offloading on overall service time,
we aim for significant QoS improvement.

A key component of our strategy is the Offloading Decision
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incoming task τi,j . The algorithm initializes the minimum
time as infinite and the decision variables as zero. For each
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while respecting the maximum acceptable delay constraint.
The decision variables (αi,j , βi,j) are then based on the chosen
optimal location, focusing on individual tasks rather than
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Ensure: (αi,j , βi,j) Offloading decision variables

1: TMin(i,j) ← ∞
2: Decision variables (αi,j , βi,j) ← ∅
3: for i ∈ D do
4: for j ∈ Ti do
5: for m ∈ M do
6: TMin(i,j) ← min(TMin(i,j), T

IoT
τi,j , TMECm

τi,j , TCloud
τi,j )

7: end for
8: if TMin(i,j) = T IoT

τi,j then
9: αi,j ← 1

10: else
11: if TMin(i,j) = TCloud

τi,j then
12: αi,j ← 0
13: βi,j ← 0
14: else
15: αi,j ← 0
16: βi,j ← 1
17: end if
18: end if
19: end for
20: end for
21: return (αi,j , βi,j)

The ODVI algorithm, while effective for individual task
offloading, has limitations in global optimization and resource
contention management. Its focus on single tasks can lead to
suboptimal overall system performance and does not address
resource contention among multiple tasks. To overcome these
issues, we introduce the Virtual Machine Selection for Execu-
tion (VMSE) algorithm (Algorithm 2).

VMSE tackles the global optimization problem by con-
sidering overall system resource allocation when selecting
a virtual machine for each incoming task τi,j . It implic-
itly manages resource contention by prioritizing VMs with
lower utilization. The algorithm evaluates the characteristics
of incoming tasks against the current utilization of MEC
servers and the Cloud, selecting the least utilized VM that
meets the task’s performance, resource, and time constraints.
This integration significantly enhances QoS through efficient
resource utilization and improved task execution efficiency.

To optimize task offloading and resource allocation, we de-
veloped the HOQoS algorithm (Algorithm 3), which integrates
the features of the ODVI and VMSE algorithms. First, the
ODVI algorithm evaluates available execution environments
by considering MEC server performance and network latency,
generating decision variable pairs based on task characteristics
such as size, complexity, and time constraints. These pairs
represent potential execution options for each task. Next, the
VMSE algorithm selects the optimal execution location by
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Subject to:
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The problem is subject to the following constraints: Con-
straint (6a) ensures that the decision variables (αi,j , βi,j) are
binary. Constraint (6b) guarantees that the server’s computing
capacity is sufficient if a task is offloaded to an MEC server.
Constraint (6c) verifies that the capacity is adequate for tasks
offloaded to the cloud server. Constraint (6d) ensures the
device’s computing capacity is sufficient for local execution.
Finally, constraint (6e) restricts MEC server resource utiliza-
tion to a specified threshold ThMECm , typically set around 80%.

By addressing this optimization challenge, we can identify
effective task offloading and resource allocation strategies
that minimize total execution time while adhering to MEC
system constraints. This problem can be formulated as an
Integer Linear Programming (ILP) model, which provides
optimal solutions [21] but faces high computational com-
plexity, complicating real-time implementation for large-scale
applications. To overcome this, heuristic strategies have been
developed, balancing solution quality with computational ef-
ficiency. These methods enable real-time offloading decisions
and resource optimization associated with ILP, ensuring sys-
tem agility in managing dynamic task arrivals.

IV. HEURISTIC-BASED OFFLOADING STRATEGY FOR QOS
IMPROVEMENT

We propose a Heuristic-based Offloading strategy to en-
hance QoS (HOQoS) in MEC environments. Our goal is to
optimize offloading decisions for computing tasks while con-
sidering time constraints, resource limitations, and application
requirements. Utilizing greedy heuristics, we explore the solu-
tion space to make optimal decisions for each task, factoring in
predicted execution times across different architecture layers.
By assessing the impact of offloading on overall service time,
we aim for significant QoS improvement.

A key component of our strategy is the Offloading Decision
Variable Identification (ODVI) algorithm (Algorithm 1), which
determines the best offloading decision (αi,j , βi,j) for each
incoming task τi,j . The algorithm initializes the minimum
time as infinite and the decision variables as zero. For each
task, it calculates the local execution time T IoT

τi,j and estimates
delays on MEC servers TMECm

τi,j and in the Cloud TCloud
τi,j . The

task is assigned to the server with the shortest delay Tmin,
while respecting the maximum acceptable delay constraint.
The decision variables (αi,j , βi,j) are then based on the chosen
optimal location, focusing on individual tasks rather than
overall execution time.

Algorithm 1 Offloading Decision Variable Identification
(ODVI)

Require: (M, C,D, Ti)
Ensure: (αi,j , βi,j) Offloading decision variables

1: TMin(i,j) ← ∞
2: Decision variables (αi,j , βi,j) ← ∅
3: for i ∈ D do
4: for j ∈ Ti do
5: for m ∈ M do
6: TMin(i,j) ← min(TMin(i,j), T

IoT
τi,j , TMECm

τi,j , TCloud
τi,j )

7: end for
8: if TMin(i,j) = T IoT

τi,j then
9: αi,j ← 1

10: else
11: if TMin(i,j) = TCloud

τi,j then
12: αi,j ← 0
13: βi,j ← 0
14: else
15: αi,j ← 0
16: βi,j ← 1
17: end if
18: end if
19: end for
20: end for
21: return (αi,j , βi,j)

The ODVI algorithm, while effective for individual task
offloading, has limitations in global optimization and resource
contention management. Its focus on single tasks can lead to
suboptimal overall system performance and does not address
resource contention among multiple tasks. To overcome these
issues, we introduce the Virtual Machine Selection for Execu-
tion (VMSE) algorithm (Algorithm 2).

VMSE tackles the global optimization problem by con-
sidering overall system resource allocation when selecting
a virtual machine for each incoming task τi,j . It implic-
itly manages resource contention by prioritizing VMs with
lower utilization. The algorithm evaluates the characteristics
of incoming tasks against the current utilization of MEC
servers and the Cloud, selecting the least utilized VM that
meets the task’s performance, resource, and time constraints.
This integration significantly enhances QoS through efficient
resource utilization and improved task execution efficiency.

To optimize task offloading and resource allocation, we de-
veloped the HOQoS algorithm (Algorithm 3), which integrates
the features of the ODVI and VMSE algorithms. First, the
ODVI algorithm evaluates available execution environments
by considering MEC server performance and network latency,
generating decision variable pairs based on task characteristics
such as size, complexity, and time constraints. These pairs
represent potential execution options for each task. Next, the
VMSE algorithm selects the optimal execution location by
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Algorithm 2 Virtual Machine Selection for Execution (VMSE)

Require: Incoming task τi,j , Node(Ropt[τi,j ])
Ensure: VM satisfying task’s (τi,j) resource requirements.

1: task ← τi,j
2: selectedVM ← null
3: bestUtili ← ∞
4: for host ∈ getInfrastructureHostList(Node(Ropt[τi,j ])) do
5: vmList ← getVmList(host)
6: for vm ∈ vmList do
7: if task.Utilization() ≤ vm.getCapacity() then
8: currentUtili ← vm.getCurrentUtilization()
9: if currentUtili < bestUtili then

10: selectedVM ← vm
11: bestUtili ← currentUtili
12: else if currentUtili == bestUtili then
13: selectedVM ← SelectVM(selectedVM,vm)
14: end if
15: end if
16: end for
17: end for
18: return selectedVM

assessing task characteristics and resource availability on MEC
servers and in the Cloud. It evaluates each virtual machine’s
performance and chooses the one that best meets the task’s
requirements regarding performance, resource availability, and
time constraints.

Algorithm 3 Heuristic-based offloading for improving quality
of service (HOQoS)

Require: ((αi,j , βi,j),M, C,D, Ti,j)
Ensure: Optimal Resource Allocation Ropt[τi,j ] and selected

VM VMselected[τi,j ]
1: Ropt[τi,j ] ← null
2: VMselected[τi,j ] ← null
3: for i ∈ D do
4: for j ∈ Ti do
5: (αi,j , βi,j) ← Call Algorithm 1
6: if αi,j = 1 then ▷ Local allocation
7: Ropt[τi,j ] ← LocalNode
8: else if βi,j = 1 then ▷ MEC allocation
9: Ropt[τi,j ] ← MECNode

10: else ▷ Cloud allocation
11: Ropt[τi,j ] ← CloudNode
12: end if
13: VMselected[τi,j ] ← Call Algorithm 2
14: end for
15: end for
16: return Ropt and VMselected[τi,j ]

The HOQoS algorithm employs a sequential task processing
strategy, handling tasks individually rather than in batches.
This approach is crucial for achieving system agility and effec-
tively managing dynamic task arrivals. By adapting resource
allocation in real time, the algorithm ensures a rapid and
optimized response, even with irregular or unpredictable task

arrival rates. Thus, sequential processing is integral to the al-
gorithm’s ability to efficiently manage dynamic environments.

V. PERFORMANCE EVALUATION

In the performance evaluation section, we conducted sim-
ulations using the EdgeCloudSim simulator [20]. We analyze
the performance of our MEC architecture using various mea-
surement and evaluation methods.

A. Simulation Parameters

The simulation parameters used for our evaluations are
summarized in Table I. The simulations are implemented in
Java, and the generated plots are visualized using Matlab. The
experiments are conducted on a computer with 4 Intel Core
i7-9600U processors clocked at 2.59 GHz and 8 GB of RAM.

TABLE I: Simulation Parameters.

Parameter IoT MEC Cloud

Number of devices 100 - 2,300 14 1

Number of hosts 1 1 1

Number of VMs per host 1 8 4

Number of Cores per VM 1 2 4

VM CPU Speed (in MIPS) 4,000 10,000 100,000

EdgeCloudSim utilizes four distinct application types to
realistically simulate diverse scenarios, as detailed in [20].
Table II summarizes the characteristics of each application
type: Heavy applications are characterized by high data trans-
mission, high computational intensity, and low sensitivity to
delays. Infotainment applications generally require moder-
ate data transmission, high computational intensity, and low
sensitivity to delays. AR/VR applications involve high data
transmission volumes, moderate computational intensity, and
high sensitivity to delays. Health applications typically feature
moderate data transmission, moderate computational intensity,
and moderate sensitivity to delays. Each application is assessed
based on several criteria, including usage percentage, which
indicates the share of each application in overall usage, and
Cloud selection probability, which demonstrates the tendency
to use the Cloud for their operation. The volumes of data up-
loaded and downloaded, as well as the task length, emphasize
the requirements for bandwidth and processing.

TABLE II: Application Characteristics

Characteristics Heavy Infotainment AR/VR Health

Task Length (GI) 45 15 9 3

Delay Sensitivity 0.1 0.3 0.9 0.7

Max. Delay Req. (s) 2 1.5 1 0.5

Data Upload (KB) 2500 25 1500 20

Data Download (KB) 200 1000 25 1250

In addition to the characteristics of the applications pre-
sented in Table II, it is important to specify the technical
parameters of the simulated environment. The bandwidth of
the wireless local area network (WLAN) is set at 200 Mbps,
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Subject to:
αi,j , βi,j ∈ {0, 1} , ∀i ∈ D, ∀j ∈ Ti (6a)
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The problem is subject to the following constraints: Con-
straint (6a) ensures that the decision variables (αi,j , βi,j) are
binary. Constraint (6b) guarantees that the server’s computing
capacity is sufficient if a task is offloaded to an MEC server.
Constraint (6c) verifies that the capacity is adequate for tasks
offloaded to the cloud server. Constraint (6d) ensures the
device’s computing capacity is sufficient for local execution.
Finally, constraint (6e) restricts MEC server resource utiliza-
tion to a specified threshold ThMECm , typically set around 80%.

By addressing this optimization challenge, we can identify
effective task offloading and resource allocation strategies
that minimize total execution time while adhering to MEC
system constraints. This problem can be formulated as an
Integer Linear Programming (ILP) model, which provides
optimal solutions [21] but faces high computational com-
plexity, complicating real-time implementation for large-scale
applications. To overcome this, heuristic strategies have been
developed, balancing solution quality with computational ef-
ficiency. These methods enable real-time offloading decisions
and resource optimization associated with ILP, ensuring sys-
tem agility in managing dynamic task arrivals.

IV. HEURISTIC-BASED OFFLOADING STRATEGY FOR QOS
IMPROVEMENT

We propose a Heuristic-based Offloading strategy to en-
hance QoS (HOQoS) in MEC environments. Our goal is to
optimize offloading decisions for computing tasks while con-
sidering time constraints, resource limitations, and application
requirements. Utilizing greedy heuristics, we explore the solu-
tion space to make optimal decisions for each task, factoring in
predicted execution times across different architecture layers.
By assessing the impact of offloading on overall service time,
we aim for significant QoS improvement.

A key component of our strategy is the Offloading Decision
Variable Identification (ODVI) algorithm (Algorithm 1), which
determines the best offloading decision (αi,j , βi,j) for each
incoming task τi,j . The algorithm initializes the minimum
time as infinite and the decision variables as zero. For each
task, it calculates the local execution time T IoT

τi,j and estimates
delays on MEC servers TMECm

τi,j and in the Cloud TCloud
τi,j . The

task is assigned to the server with the shortest delay Tmin,
while respecting the maximum acceptable delay constraint.
The decision variables (αi,j , βi,j) are then based on the chosen
optimal location, focusing on individual tasks rather than
overall execution time.

Algorithm 1 Offloading Decision Variable Identification
(ODVI)

Require: (M, C,D, Ti)
Ensure: (αi,j , βi,j) Offloading decision variables

1: TMin(i,j) ← ∞
2: Decision variables (αi,j , βi,j) ← ∅
3: for i ∈ D do
4: for j ∈ Ti do
5: for m ∈ M do
6: TMin(i,j) ← min(TMin(i,j), T

IoT
τi,j , TMECm

τi,j , TCloud
τi,j )

7: end for
8: if TMin(i,j) = T IoT

τi,j then
9: αi,j ← 1

10: else
11: if TMin(i,j) = TCloud

τi,j then
12: αi,j ← 0
13: βi,j ← 0
14: else
15: αi,j ← 0
16: βi,j ← 1
17: end if
18: end if
19: end for
20: end for
21: return (αi,j , βi,j)

The ODVI algorithm, while effective for individual task
offloading, has limitations in global optimization and resource
contention management. Its focus on single tasks can lead to
suboptimal overall system performance and does not address
resource contention among multiple tasks. To overcome these
issues, we introduce the Virtual Machine Selection for Execu-
tion (VMSE) algorithm (Algorithm 2).

VMSE tackles the global optimization problem by con-
sidering overall system resource allocation when selecting
a virtual machine for each incoming task τi,j . It implic-
itly manages resource contention by prioritizing VMs with
lower utilization. The algorithm evaluates the characteristics
of incoming tasks against the current utilization of MEC
servers and the Cloud, selecting the least utilized VM that
meets the task’s performance, resource, and time constraints.
This integration significantly enhances QoS through efficient
resource utilization and improved task execution efficiency.

To optimize task offloading and resource allocation, we de-
veloped the HOQoS algorithm (Algorithm 3), which integrates
the features of the ODVI and VMSE algorithms. First, the
ODVI algorithm evaluates available execution environments
by considering MEC server performance and network latency,
generating decision variable pairs based on task characteristics
such as size, complexity, and time constraints. These pairs
represent potential execution options for each task. Next, the
VMSE algorithm selects the optimal execution location by
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Algorithm 2 Virtual Machine Selection for Execution (VMSE)

Require: Incoming task τi,j , Node(Ropt[τi,j ])
Ensure: VM satisfying task’s (τi,j) resource requirements.

1: task ← τi,j
2: selectedVM ← null
3: bestUtili ← ∞
4: for host ∈ getInfrastructureHostList(Node(Ropt[τi,j ])) do
5: vmList ← getVmList(host)
6: for vm ∈ vmList do
7: if task.Utilization() ≤ vm.getCapacity() then
8: currentUtili ← vm.getCurrentUtilization()
9: if currentUtili < bestUtili then

10: selectedVM ← vm
11: bestUtili ← currentUtili
12: else if currentUtili == bestUtili then
13: selectedVM ← SelectVM(selectedVM,vm)
14: end if
15: end if
16: end for
17: end for
18: return selectedVM

assessing task characteristics and resource availability on MEC
servers and in the Cloud. It evaluates each virtual machine’s
performance and chooses the one that best meets the task’s
requirements regarding performance, resource availability, and
time constraints.

Algorithm 3 Heuristic-based offloading for improving quality
of service (HOQoS)

Require: ((αi,j , βi,j),M, C,D, Ti,j)
Ensure: Optimal Resource Allocation Ropt[τi,j ] and selected

VM VMselected[τi,j ]
1: Ropt[τi,j ] ← null
2: VMselected[τi,j ] ← null
3: for i ∈ D do
4: for j ∈ Ti do
5: (αi,j , βi,j) ← Call Algorithm 1
6: if αi,j = 1 then ▷ Local allocation
7: Ropt[τi,j ] ← LocalNode
8: else if βi,j = 1 then ▷ MEC allocation
9: Ropt[τi,j ] ← MECNode

10: else ▷ Cloud allocation
11: Ropt[τi,j ] ← CloudNode
12: end if
13: VMselected[τi,j ] ← Call Algorithm 2
14: end for
15: end for
16: return Ropt and VMselected[τi,j ]

The HOQoS algorithm employs a sequential task processing
strategy, handling tasks individually rather than in batches.
This approach is crucial for achieving system agility and effec-
tively managing dynamic task arrivals. By adapting resource
allocation in real time, the algorithm ensures a rapid and
optimized response, even with irregular or unpredictable task

arrival rates. Thus, sequential processing is integral to the al-
gorithm’s ability to efficiently manage dynamic environments.

V. PERFORMANCE EVALUATION

In the performance evaluation section, we conducted sim-
ulations using the EdgeCloudSim simulator [20]. We analyze
the performance of our MEC architecture using various mea-
surement and evaluation methods.

A. Simulation Parameters

The simulation parameters used for our evaluations are
summarized in Table I. The simulations are implemented in
Java, and the generated plots are visualized using Matlab. The
experiments are conducted on a computer with 4 Intel Core
i7-9600U processors clocked at 2.59 GHz and 8 GB of RAM.

TABLE I: Simulation Parameters.

Parameter IoT MEC Cloud

Number of devices 100 - 2,300 14 1

Number of hosts 1 1 1

Number of VMs per host 1 8 4

Number of Cores per VM 1 2 4

VM CPU Speed (in MIPS) 4,000 10,000 100,000

EdgeCloudSim utilizes four distinct application types to
realistically simulate diverse scenarios, as detailed in [20].
Table II summarizes the characteristics of each application
type: Heavy applications are characterized by high data trans-
mission, high computational intensity, and low sensitivity to
delays. Infotainment applications generally require moder-
ate data transmission, high computational intensity, and low
sensitivity to delays. AR/VR applications involve high data
transmission volumes, moderate computational intensity, and
high sensitivity to delays. Health applications typically feature
moderate data transmission, moderate computational intensity,
and moderate sensitivity to delays. Each application is assessed
based on several criteria, including usage percentage, which
indicates the share of each application in overall usage, and
Cloud selection probability, which demonstrates the tendency
to use the Cloud for their operation. The volumes of data up-
loaded and downloaded, as well as the task length, emphasize
the requirements for bandwidth and processing.

TABLE II: Application Characteristics

Characteristics Heavy Infotainment AR/VR Health

Task Length (GI) 45 15 9 3

Delay Sensitivity 0.1 0.3 0.9 0.7

Max. Delay Req. (s) 2 1.5 1 0.5

Data Upload (KB) 2500 25 1500 20

Data Download (KB) 200 1000 25 1250

In addition to the characteristics of the applications pre-
sented in Table II, it is important to specify the technical
parameters of the simulated environment. The bandwidth of
the wireless local area network (WLAN) is set at 200 Mbps,
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Algorithm 2 Virtual Machine Selection for Execution (VMSE)

Require: Incoming task τi,j , Node(Ropt[τi,j ])
Ensure: VM satisfying task’s (τi,j) resource requirements.

1: task ← τi,j
2: selectedVM ← null
3: bestUtili ← ∞
4: for host ∈ getInfrastructureHostList(Node(Ropt[τi,j ])) do
5: vmList ← getVmList(host)
6: for vm ∈ vmList do
7: if task.Utilization() ≤ vm.getCapacity() then
8: currentUtili ← vm.getCurrentUtilization()
9: if currentUtili < bestUtili then

10: selectedVM ← vm
11: bestUtili ← currentUtili
12: else if currentUtili == bestUtili then
13: selectedVM ← SelectVM(selectedVM,vm)
14: end if
15: end if
16: end for
17: end for
18: return selectedVM

assessing task characteristics and resource availability on MEC
servers and in the Cloud. It evaluates each virtual machine’s
performance and chooses the one that best meets the task’s
requirements regarding performance, resource availability, and
time constraints.

Algorithm 3 Heuristic-based offloading for improving quality
of service (HOQoS)

Require: ((αi,j , βi,j),M, C,D, Ti,j)
Ensure: Optimal Resource Allocation Ropt[τi,j ] and selected

VM VMselected[τi,j ]
1: Ropt[τi,j ] ← null
2: VMselected[τi,j ] ← null
3: for i ∈ D do
4: for j ∈ Ti do
5: (αi,j , βi,j) ← Call Algorithm 1
6: if αi,j = 1 then ▷ Local allocation
7: Ropt[τi,j ] ← LocalNode
8: else if βi,j = 1 then ▷ MEC allocation
9: Ropt[τi,j ] ← MECNode

10: else ▷ Cloud allocation
11: Ropt[τi,j ] ← CloudNode
12: end if
13: VMselected[τi,j ] ← Call Algorithm 2
14: end for
15: end for
16: return Ropt and VMselected[τi,j ]

The HOQoS algorithm employs a sequential task processing
strategy, handling tasks individually rather than in batches.
This approach is crucial for achieving system agility and effec-
tively managing dynamic task arrivals. By adapting resource
allocation in real time, the algorithm ensures a rapid and
optimized response, even with irregular or unpredictable task

arrival rates. Thus, sequential processing is integral to the al-
gorithm’s ability to efficiently manage dynamic environments.

V. PERFORMANCE EVALUATION

In the performance evaluation section, we conducted sim-
ulations using the EdgeCloudSim simulator [20]. We analyze
the performance of our MEC architecture using various mea-
surement and evaluation methods.

A. Simulation Parameters

The simulation parameters used for our evaluations are
summarized in Table I. The simulations are implemented in
Java, and the generated plots are visualized using Matlab. The
experiments are conducted on a computer with 4 Intel Core
i7-9600U processors clocked at 2.59 GHz and 8 GB of RAM.

TABLE I: Simulation Parameters.

Parameter IoT MEC Cloud

Number of devices 100 - 2,300 14 1

Number of hosts 1 1 1

Number of VMs per host 1 8 4

Number of Cores per VM 1 2 4

VM CPU Speed (in MIPS) 4,000 10,000 100,000

EdgeCloudSim utilizes four distinct application types to
realistically simulate diverse scenarios, as detailed in [20].
Table II summarizes the characteristics of each application
type: Heavy applications are characterized by high data trans-
mission, high computational intensity, and low sensitivity to
delays. Infotainment applications generally require moder-
ate data transmission, high computational intensity, and low
sensitivity to delays. AR/VR applications involve high data
transmission volumes, moderate computational intensity, and
high sensitivity to delays. Health applications typically feature
moderate data transmission, moderate computational intensity,
and moderate sensitivity to delays. Each application is assessed
based on several criteria, including usage percentage, which
indicates the share of each application in overall usage, and
Cloud selection probability, which demonstrates the tendency
to use the Cloud for their operation. The volumes of data up-
loaded and downloaded, as well as the task length, emphasize
the requirements for bandwidth and processing.

TABLE II: Application Characteristics

Characteristics Heavy Infotainment AR/VR Health

Task Length (GI) 45 15 9 3

Delay Sensitivity 0.1 0.3 0.9 0.7

Max. Delay Req. (s) 2 1.5 1 0.5

Data Upload (KB) 2500 25 1500 20

Data Download (KB) 200 1000 25 1250

In addition to the characteristics of the applications pre-
sented in Table II, it is important to specify the technical
parameters of the simulated environment. The bandwidth of
the wireless local area network (WLAN) is set at 200 Mbps,
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Algorithm 2 Virtual Machine Selection for Execution (VMSE)

Require: Incoming task τi,j , Node(Ropt[τi,j ])
Ensure: VM satisfying task’s (τi,j) resource requirements.

1: task ← τi,j
2: selectedVM ← null
3: bestUtili ← ∞
4: for host ∈ getInfrastructureHostList(Node(Ropt[τi,j ])) do
5: vmList ← getVmList(host)
6: for vm ∈ vmList do
7: if task.Utilization() ≤ vm.getCapacity() then
8: currentUtili ← vm.getCurrentUtilization()
9: if currentUtili < bestUtili then

10: selectedVM ← vm
11: bestUtili ← currentUtili
12: else if currentUtili == bestUtili then
13: selectedVM ← SelectVM(selectedVM,vm)
14: end if
15: end if
16: end for
17: end for
18: return selectedVM

assessing task characteristics and resource availability on MEC
servers and in the Cloud. It evaluates each virtual machine’s
performance and chooses the one that best meets the task’s
requirements regarding performance, resource availability, and
time constraints.

Algorithm 3 Heuristic-based offloading for improving quality
of service (HOQoS)

Require: ((αi,j , βi,j),M, C,D, Ti,j)
Ensure: Optimal Resource Allocation Ropt[τi,j ] and selected

VM VMselected[τi,j ]
1: Ropt[τi,j ] ← null
2: VMselected[τi,j ] ← null
3: for i ∈ D do
4: for j ∈ Ti do
5: (αi,j , βi,j) ← Call Algorithm 1
6: if αi,j = 1 then ▷ Local allocation
7: Ropt[τi,j ] ← LocalNode
8: else if βi,j = 1 then ▷ MEC allocation
9: Ropt[τi,j ] ← MECNode

10: else ▷ Cloud allocation
11: Ropt[τi,j ] ← CloudNode
12: end if
13: VMselected[τi,j ] ← Call Algorithm 2
14: end for
15: end for
16: return Ropt and VMselected[τi,j ]

The HOQoS algorithm employs a sequential task processing
strategy, handling tasks individually rather than in batches.
This approach is crucial for achieving system agility and effec-
tively managing dynamic task arrivals. By adapting resource
allocation in real time, the algorithm ensures a rapid and
optimized response, even with irregular or unpredictable task

arrival rates. Thus, sequential processing is integral to the al-
gorithm’s ability to efficiently manage dynamic environments.

V. PERFORMANCE EVALUATION

In the performance evaluation section, we conducted sim-
ulations using the EdgeCloudSim simulator [20]. We analyze
the performance of our MEC architecture using various mea-
surement and evaluation methods.

A. Simulation Parameters

The simulation parameters used for our evaluations are
summarized in Table I. The simulations are implemented in
Java, and the generated plots are visualized using Matlab. The
experiments are conducted on a computer with 4 Intel Core
i7-9600U processors clocked at 2.59 GHz and 8 GB of RAM.

TABLE I: Simulation Parameters.

Parameter IoT MEC Cloud

Number of devices 100 - 2,300 14 1

Number of hosts 1 1 1

Number of VMs per host 1 8 4

Number of Cores per VM 1 2 4

VM CPU Speed (in MIPS) 4,000 10,000 100,000

EdgeCloudSim utilizes four distinct application types to
realistically simulate diverse scenarios, as detailed in [20].
Table II summarizes the characteristics of each application
type: Heavy applications are characterized by high data trans-
mission, high computational intensity, and low sensitivity to
delays. Infotainment applications generally require moder-
ate data transmission, high computational intensity, and low
sensitivity to delays. AR/VR applications involve high data
transmission volumes, moderate computational intensity, and
high sensitivity to delays. Health applications typically feature
moderate data transmission, moderate computational intensity,
and moderate sensitivity to delays. Each application is assessed
based on several criteria, including usage percentage, which
indicates the share of each application in overall usage, and
Cloud selection probability, which demonstrates the tendency
to use the Cloud for their operation. The volumes of data up-
loaded and downloaded, as well as the task length, emphasize
the requirements for bandwidth and processing.

TABLE II: Application Characteristics

Characteristics Heavy Infotainment AR/VR Health

Task Length (GI) 45 15 9 3

Delay Sensitivity 0.1 0.3 0.9 0.7

Max. Delay Req. (s) 2 1.5 1 0.5

Data Upload (KB) 2500 25 1500 20

Data Download (KB) 200 1000 25 1250

In addition to the characteristics of the applications pre-
sented in Table II, it is important to specify the technical
parameters of the simulated environment. The bandwidth of
the wireless local area network (WLAN) is set at 200 Mbps,
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Algorithm 2 Virtual Machine Selection for Execution (VMSE)

Require: Incoming task τi,j , Node(Ropt[τi,j ])
Ensure: VM satisfying task’s (τi,j) resource requirements.

1: task ← τi,j
2: selectedVM ← null
3: bestUtili ← ∞
4: for host ∈ getInfrastructureHostList(Node(Ropt[τi,j ])) do
5: vmList ← getVmList(host)
6: for vm ∈ vmList do
7: if task.Utilization() ≤ vm.getCapacity() then
8: currentUtili ← vm.getCurrentUtilization()
9: if currentUtili < bestUtili then

10: selectedVM ← vm
11: bestUtili ← currentUtili
12: else if currentUtili == bestUtili then
13: selectedVM ← SelectVM(selectedVM,vm)
14: end if
15: end if
16: end for
17: end for
18: return selectedVM

assessing task characteristics and resource availability on MEC
servers and in the Cloud. It evaluates each virtual machine’s
performance and chooses the one that best meets the task’s
requirements regarding performance, resource availability, and
time constraints.

Algorithm 3 Heuristic-based offloading for improving quality
of service (HOQoS)

Require: ((αi,j , βi,j),M, C,D, Ti,j)
Ensure: Optimal Resource Allocation Ropt[τi,j ] and selected

VM VMselected[τi,j ]
1: Ropt[τi,j ] ← null
2: VMselected[τi,j ] ← null
3: for i ∈ D do
4: for j ∈ Ti do
5: (αi,j , βi,j) ← Call Algorithm 1
6: if αi,j = 1 then ▷ Local allocation
7: Ropt[τi,j ] ← LocalNode
8: else if βi,j = 1 then ▷ MEC allocation
9: Ropt[τi,j ] ← MECNode

10: else ▷ Cloud allocation
11: Ropt[τi,j ] ← CloudNode
12: end if
13: VMselected[τi,j ] ← Call Algorithm 2
14: end for
15: end for
16: return Ropt and VMselected[τi,j ]

The HOQoS algorithm employs a sequential task processing
strategy, handling tasks individually rather than in batches.
This approach is crucial for achieving system agility and effec-
tively managing dynamic task arrivals. By adapting resource
allocation in real time, the algorithm ensures a rapid and
optimized response, even with irregular or unpredictable task

arrival rates. Thus, sequential processing is integral to the al-
gorithm’s ability to efficiently manage dynamic environments.

V. PERFORMANCE EVALUATION

In the performance evaluation section, we conducted sim-
ulations using the EdgeCloudSim simulator [20]. We analyze
the performance of our MEC architecture using various mea-
surement and evaluation methods.

A. Simulation Parameters

The simulation parameters used for our evaluations are
summarized in Table I. The simulations are implemented in
Java, and the generated plots are visualized using Matlab. The
experiments are conducted on a computer with 4 Intel Core
i7-9600U processors clocked at 2.59 GHz and 8 GB of RAM.

TABLE I: Simulation Parameters.

Parameter IoT MEC Cloud

Number of devices 100 - 2,300 14 1

Number of hosts 1 1 1

Number of VMs per host 1 8 4

Number of Cores per VM 1 2 4

VM CPU Speed (in MIPS) 4,000 10,000 100,000

EdgeCloudSim utilizes four distinct application types to
realistically simulate diverse scenarios, as detailed in [20].
Table II summarizes the characteristics of each application
type: Heavy applications are characterized by high data trans-
mission, high computational intensity, and low sensitivity to
delays. Infotainment applications generally require moder-
ate data transmission, high computational intensity, and low
sensitivity to delays. AR/VR applications involve high data
transmission volumes, moderate computational intensity, and
high sensitivity to delays. Health applications typically feature
moderate data transmission, moderate computational intensity,
and moderate sensitivity to delays. Each application is assessed
based on several criteria, including usage percentage, which
indicates the share of each application in overall usage, and
Cloud selection probability, which demonstrates the tendency
to use the Cloud for their operation. The volumes of data up-
loaded and downloaded, as well as the task length, emphasize
the requirements for bandwidth and processing.

TABLE II: Application Characteristics

Characteristics Heavy Infotainment AR/VR Health

Task Length (GI) 45 15 9 3

Delay Sensitivity 0.1 0.3 0.9 0.7

Max. Delay Req. (s) 2 1.5 1 0.5

Data Upload (KB) 2500 25 1500 20

Data Download (KB) 200 1000 25 1250

In addition to the characteristics of the applications pre-
sented in Table II, it is important to specify the technical
parameters of the simulated environment. The bandwidth of
the wireless local area network (WLAN) is set at 200 Mbps,

TABLE I
Simulation Parameters.

TABLE II
Application Characteristics.
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Algorithm 2 Virtual Machine Selection for Execution (VMSE)

Require: Incoming task τi,j , Node(Ropt[τi,j ])
Ensure: VM satisfying task’s (τi,j) resource requirements.

1: task ← τi,j
2: selectedVM ← null
3: bestUtili ← ∞
4: for host ∈ getInfrastructureHostList(Node(Ropt[τi,j ])) do
5: vmList ← getVmList(host)
6: for vm ∈ vmList do
7: if task.Utilization() ≤ vm.getCapacity() then
8: currentUtili ← vm.getCurrentUtilization()
9: if currentUtili < bestUtili then

10: selectedVM ← vm
11: bestUtili ← currentUtili
12: else if currentUtili == bestUtili then
13: selectedVM ← SelectVM(selectedVM,vm)
14: end if
15: end if
16: end for
17: end for
18: return selectedVM

assessing task characteristics and resource availability on MEC
servers and in the Cloud. It evaluates each virtual machine’s
performance and chooses the one that best meets the task’s
requirements regarding performance, resource availability, and
time constraints.

Algorithm 3 Heuristic-based offloading for improving quality
of service (HOQoS)

Require: ((αi,j , βi,j),M, C,D, Ti,j)
Ensure: Optimal Resource Allocation Ropt[τi,j ] and selected

VM VMselected[τi,j ]
1: Ropt[τi,j ] ← null
2: VMselected[τi,j ] ← null
3: for i ∈ D do
4: for j ∈ Ti do
5: (αi,j , βi,j) ← Call Algorithm 1
6: if αi,j = 1 then ▷ Local allocation
7: Ropt[τi,j ] ← LocalNode
8: else if βi,j = 1 then ▷ MEC allocation
9: Ropt[τi,j ] ← MECNode

10: else ▷ Cloud allocation
11: Ropt[τi,j ] ← CloudNode
12: end if
13: VMselected[τi,j ] ← Call Algorithm 2
14: end for
15: end for
16: return Ropt and VMselected[τi,j ]

The HOQoS algorithm employs a sequential task processing
strategy, handling tasks individually rather than in batches.
This approach is crucial for achieving system agility and effec-
tively managing dynamic task arrivals. By adapting resource
allocation in real time, the algorithm ensures a rapid and
optimized response, even with irregular or unpredictable task

arrival rates. Thus, sequential processing is integral to the al-
gorithm’s ability to efficiently manage dynamic environments.

V. PERFORMANCE EVALUATION

In the performance evaluation section, we conducted sim-
ulations using the EdgeCloudSim simulator [20]. We analyze
the performance of our MEC architecture using various mea-
surement and evaluation methods.

A. Simulation Parameters

The simulation parameters used for our evaluations are
summarized in Table I. The simulations are implemented in
Java, and the generated plots are visualized using Matlab. The
experiments are conducted on a computer with 4 Intel Core
i7-9600U processors clocked at 2.59 GHz and 8 GB of RAM.

TABLE I: Simulation Parameters.

Parameter IoT MEC Cloud

Number of devices 100 - 2,300 14 1

Number of hosts 1 1 1

Number of VMs per host 1 8 4

Number of Cores per VM 1 2 4

VM CPU Speed (in MIPS) 4,000 10,000 100,000

EdgeCloudSim utilizes four distinct application types to
realistically simulate diverse scenarios, as detailed in [20].
Table II summarizes the characteristics of each application
type: Heavy applications are characterized by high data trans-
mission, high computational intensity, and low sensitivity to
delays. Infotainment applications generally require moder-
ate data transmission, high computational intensity, and low
sensitivity to delays. AR/VR applications involve high data
transmission volumes, moderate computational intensity, and
high sensitivity to delays. Health applications typically feature
moderate data transmission, moderate computational intensity,
and moderate sensitivity to delays. Each application is assessed
based on several criteria, including usage percentage, which
indicates the share of each application in overall usage, and
Cloud selection probability, which demonstrates the tendency
to use the Cloud for their operation. The volumes of data up-
loaded and downloaded, as well as the task length, emphasize
the requirements for bandwidth and processing.

TABLE II: Application Characteristics

Characteristics Heavy Infotainment AR/VR Health

Task Length (GI) 45 15 9 3

Delay Sensitivity 0.1 0.3 0.9 0.7

Max. Delay Req. (s) 2 1.5 1 0.5

Data Upload (KB) 2500 25 1500 20

Data Download (KB) 200 1000 25 1250

In addition to the characteristics of the applications pre-
sented in Table II, it is important to specify the technical
parameters of the simulated environment. The bandwidth of
the wireless local area network (WLAN) is set at 200 Mbps,
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Algorithm 2 Virtual Machine Selection for Execution (VMSE)

Require: Incoming task τi,j , Node(Ropt[τi,j ])
Ensure: VM satisfying task’s (τi,j) resource requirements.

1: task ← τi,j
2: selectedVM ← null
3: bestUtili ← ∞
4: for host ∈ getInfrastructureHostList(Node(Ropt[τi,j ])) do
5: vmList ← getVmList(host)
6: for vm ∈ vmList do
7: if task.Utilization() ≤ vm.getCapacity() then
8: currentUtili ← vm.getCurrentUtilization()
9: if currentUtili < bestUtili then

10: selectedVM ← vm
11: bestUtili ← currentUtili
12: else if currentUtili == bestUtili then
13: selectedVM ← SelectVM(selectedVM,vm)
14: end if
15: end if
16: end for
17: end for
18: return selectedVM

assessing task characteristics and resource availability on MEC
servers and in the Cloud. It evaluates each virtual machine’s
performance and chooses the one that best meets the task’s
requirements regarding performance, resource availability, and
time constraints.

Algorithm 3 Heuristic-based offloading for improving quality
of service (HOQoS)

Require: ((αi,j , βi,j),M, C,D, Ti,j)
Ensure: Optimal Resource Allocation Ropt[τi,j ] and selected

VM VMselected[τi,j ]
1: Ropt[τi,j ] ← null
2: VMselected[τi,j ] ← null
3: for i ∈ D do
4: for j ∈ Ti do
5: (αi,j , βi,j) ← Call Algorithm 1
6: if αi,j = 1 then ▷ Local allocation
7: Ropt[τi,j ] ← LocalNode
8: else if βi,j = 1 then ▷ MEC allocation
9: Ropt[τi,j ] ← MECNode

10: else ▷ Cloud allocation
11: Ropt[τi,j ] ← CloudNode
12: end if
13: VMselected[τi,j ] ← Call Algorithm 2
14: end for
15: end for
16: return Ropt and VMselected[τi,j ]

The HOQoS algorithm employs a sequential task processing
strategy, handling tasks individually rather than in batches.
This approach is crucial for achieving system agility and effec-
tively managing dynamic task arrivals. By adapting resource
allocation in real time, the algorithm ensures a rapid and
optimized response, even with irregular or unpredictable task

arrival rates. Thus, sequential processing is integral to the al-
gorithm’s ability to efficiently manage dynamic environments.

V. PERFORMANCE EVALUATION

In the performance evaluation section, we conducted sim-
ulations using the EdgeCloudSim simulator [20]. We analyze
the performance of our MEC architecture using various mea-
surement and evaluation methods.

A. Simulation Parameters

The simulation parameters used for our evaluations are
summarized in Table I. The simulations are implemented in
Java, and the generated plots are visualized using Matlab. The
experiments are conducted on a computer with 4 Intel Core
i7-9600U processors clocked at 2.59 GHz and 8 GB of RAM.

TABLE I: Simulation Parameters.

Parameter IoT MEC Cloud

Number of devices 100 - 2,300 14 1

Number of hosts 1 1 1

Number of VMs per host 1 8 4

Number of Cores per VM 1 2 4

VM CPU Speed (in MIPS) 4,000 10,000 100,000

EdgeCloudSim utilizes four distinct application types to
realistically simulate diverse scenarios, as detailed in [20].
Table II summarizes the characteristics of each application
type: Heavy applications are characterized by high data trans-
mission, high computational intensity, and low sensitivity to
delays. Infotainment applications generally require moder-
ate data transmission, high computational intensity, and low
sensitivity to delays. AR/VR applications involve high data
transmission volumes, moderate computational intensity, and
high sensitivity to delays. Health applications typically feature
moderate data transmission, moderate computational intensity,
and moderate sensitivity to delays. Each application is assessed
based on several criteria, including usage percentage, which
indicates the share of each application in overall usage, and
Cloud selection probability, which demonstrates the tendency
to use the Cloud for their operation. The volumes of data up-
loaded and downloaded, as well as the task length, emphasize
the requirements for bandwidth and processing.

TABLE II: Application Characteristics

Characteristics Heavy Infotainment AR/VR Health

Task Length (GI) 45 15 9 3

Delay Sensitivity 0.1 0.3 0.9 0.7

Max. Delay Req. (s) 2 1.5 1 0.5

Data Upload (KB) 2500 25 1500 20

Data Download (KB) 200 1000 25 1250

In addition to the characteristics of the applications pre-
sented in Table II, it is important to specify the technical
parameters of the simulated environment. The bandwidth of
the wireless local area network (WLAN) is set at 200 Mbps,
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while the bandwidth of the wide area network (WAN) is 15
Mbps. The propagation delay on the WAN is 0.1 seconds.
These parameters also influence system performance and
should be taken into account when evaluating the results of
the simulation.

B. Simulation Results

This section presents the results of simulations conducted
to evaluate the performance of different resource management
approaches and computation offloading strategies in a high-
density IoT environment. The studied approaches are:

• Only MEC: All tasks are executed on the MEC server.
This approach is straightforward but may be limited in
terms of resources and processing capacity.

• Only Cloud: All tasks are executed on the Cloud server.
This approach offers high processing capacity but can
lead to significant latency due to the distance between
IoT devices and the cloud.

• Random: Tasks are randomly distributed between the
MEC and Cloud servers. This implementation is simple
but may not be optimal in terms of performance.

• DCOA-ST: A dynamic computation Offloading approach
based on the service time [11]. This approach considers
the current system state to decide where to execute
tasks, potentially improving performance. It provides a
systematic approach to task assignment but may lack
flexibility in dynamic environments.

• LCDA*: The LCDA approach [12], which aims to min-
imize the execution time of delay-sensitive tasks while
ensuring no deadline violations. Their algorithm selects
servers and schedules tasks to optimize service time in
a dynamic environment. While LCDA effectively adapts
to changing workloads, it may not fully account for task
sensitivity or latency constraints.

We can evaluate their relative advantages and limitations by
comparing these methodologies with our HOQoS algorithm.
HOQoS integrates factors such as execution time, task sensi-
tivity to delays, latency requirements, resource utilization, and
server processing capabilities. Through rigorous evaluations
and performance comparisons, we illustrate the enhanced
effectiveness of HOQoS in optimizing computation offloading
and resource allocation within MEC environments, ultimately
improving the quality of service for IoT applications.

1) Simulation Based on Average Service Time: We evaluate
the average service time, a critical factor influencing service
quality and user experience. Figure 3 illustrates the impact
of the number of IoT devices on service times for different
resource management approaches. For 100 devices, HOQoS
and LCDA* show shallow service times of 0.8 seconds, while
Only MEC and DCOA-ST display times of 0.9 seconds. At
900 devices, HOQoS maintains a service time of 1 second,
while Only Cloud shows an alarming increase to 5.1 seconds,
confirming its inadequacy in high-load scenarios. Other ap-
proaches, such as Random and DCOA-ST, exhibit times of
2.1 seconds and 1.15 seconds, respectively. For 1500 devices,
HOQoS slightly increases to 1.2 seconds, while Only Cloud
reaches 7.1 seconds. Finally, at 2300 devices, HOQoS reports

a service time of 1.5 seconds, whereas Only Cloud remains
high at 7.2 seconds.
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Fig. 3: Service time as a function of the number of IoT devices.

2) Simulation Based on Task Failure Rates: In assessing
task execution success, task failure rates are key indicators
influenced by factors such as excessive virtual machine usage
and insufficient network bandwidth. Figure 4 illustrates how
failure rates vary across algorithms with different numbers of
IoT devices. The HOQoS approach consistently maintains low
failure rates, even as device numbers increase, highlighting
its robustness in high-density IoT environments. For 300
devices, HOQoS and Only MEC have low failure rates of 1%,
while LCDA* has the highest at 10%. At 900 devices, Only
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Fig. 4: Task failure rate as a function of the number of IoT
devices.

Cloud shows a concerning 74% failure rate, whereas HOQoS
maintains a reasonable 1.5%. With 1500 devices, Only Cloud’s
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Algorithm 2 Virtual Machine Selection for Execution (VMSE)

Require: Incoming task τi,j , Node(Ropt[τi,j ])
Ensure: VM satisfying task’s (τi,j) resource requirements.

1: task ← τi,j
2: selectedVM ← null
3: bestUtili ← ∞
4: for host ∈ getInfrastructureHostList(Node(Ropt[τi,j ])) do
5: vmList ← getVmList(host)
6: for vm ∈ vmList do
7: if task.Utilization() ≤ vm.getCapacity() then
8: currentUtili ← vm.getCurrentUtilization()
9: if currentUtili < bestUtili then

10: selectedVM ← vm
11: bestUtili ← currentUtili
12: else if currentUtili == bestUtili then
13: selectedVM ← SelectVM(selectedVM,vm)
14: end if
15: end if
16: end for
17: end for
18: return selectedVM

assessing task characteristics and resource availability on MEC
servers and in the Cloud. It evaluates each virtual machine’s
performance and chooses the one that best meets the task’s
requirements regarding performance, resource availability, and
time constraints.

Algorithm 3 Heuristic-based offloading for improving quality
of service (HOQoS)

Require: ((αi,j , βi,j),M, C,D, Ti,j)
Ensure: Optimal Resource Allocation Ropt[τi,j ] and selected

VM VMselected[τi,j ]
1: Ropt[τi,j ] ← null
2: VMselected[τi,j ] ← null
3: for i ∈ D do
4: for j ∈ Ti do
5: (αi,j , βi,j) ← Call Algorithm 1
6: if αi,j = 1 then ▷ Local allocation
7: Ropt[τi,j ] ← LocalNode
8: else if βi,j = 1 then ▷ MEC allocation
9: Ropt[τi,j ] ← MECNode

10: else ▷ Cloud allocation
11: Ropt[τi,j ] ← CloudNode
12: end if
13: VMselected[τi,j ] ← Call Algorithm 2
14: end for
15: end for
16: return Ropt and VMselected[τi,j ]

The HOQoS algorithm employs a sequential task processing
strategy, handling tasks individually rather than in batches.
This approach is crucial for achieving system agility and effec-
tively managing dynamic task arrivals. By adapting resource
allocation in real time, the algorithm ensures a rapid and
optimized response, even with irregular or unpredictable task

arrival rates. Thus, sequential processing is integral to the al-
gorithm’s ability to efficiently manage dynamic environments.

V. PERFORMANCE EVALUATION

In the performance evaluation section, we conducted sim-
ulations using the EdgeCloudSim simulator [20]. We analyze
the performance of our MEC architecture using various mea-
surement and evaluation methods.

A. Simulation Parameters

The simulation parameters used for our evaluations are
summarized in Table I. The simulations are implemented in
Java, and the generated plots are visualized using Matlab. The
experiments are conducted on a computer with 4 Intel Core
i7-9600U processors clocked at 2.59 GHz and 8 GB of RAM.

TABLE I: Simulation Parameters.

Parameter IoT MEC Cloud

Number of devices 100 - 2,300 14 1

Number of hosts 1 1 1

Number of VMs per host 1 8 4

Number of Cores per VM 1 2 4

VM CPU Speed (in MIPS) 4,000 10,000 100,000

EdgeCloudSim utilizes four distinct application types to
realistically simulate diverse scenarios, as detailed in [20].
Table II summarizes the characteristics of each application
type: Heavy applications are characterized by high data trans-
mission, high computational intensity, and low sensitivity to
delays. Infotainment applications generally require moder-
ate data transmission, high computational intensity, and low
sensitivity to delays. AR/VR applications involve high data
transmission volumes, moderate computational intensity, and
high sensitivity to delays. Health applications typically feature
moderate data transmission, moderate computational intensity,
and moderate sensitivity to delays. Each application is assessed
based on several criteria, including usage percentage, which
indicates the share of each application in overall usage, and
Cloud selection probability, which demonstrates the tendency
to use the Cloud for their operation. The volumes of data up-
loaded and downloaded, as well as the task length, emphasize
the requirements for bandwidth and processing.

TABLE II: Application Characteristics

Characteristics Heavy Infotainment AR/VR Health

Task Length (GI) 45 15 9 3

Delay Sensitivity 0.1 0.3 0.9 0.7

Max. Delay Req. (s) 2 1.5 1 0.5

Data Upload (KB) 2500 25 1500 20

Data Download (KB) 200 1000 25 1250

In addition to the characteristics of the applications pre-
sented in Table II, it is important to specify the technical
parameters of the simulated environment. The bandwidth of
the wireless local area network (WLAN) is set at 200 Mbps,
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while the bandwidth of the wide area network (WAN) is 15
Mbps. The propagation delay on the WAN is 0.1 seconds.
These parameters also influence system performance and
should be taken into account when evaluating the results of
the simulation.

B. Simulation Results

This section presents the results of simulations conducted
to evaluate the performance of different resource management
approaches and computation offloading strategies in a high-
density IoT environment. The studied approaches are:

• Only MEC: All tasks are executed on the MEC server.
This approach is straightforward but may be limited in
terms of resources and processing capacity.

• Only Cloud: All tasks are executed on the Cloud server.
This approach offers high processing capacity but can
lead to significant latency due to the distance between
IoT devices and the cloud.

• Random: Tasks are randomly distributed between the
MEC and Cloud servers. This implementation is simple
but may not be optimal in terms of performance.

• DCOA-ST: A dynamic computation Offloading approach
based on the service time [11]. This approach considers
the current system state to decide where to execute
tasks, potentially improving performance. It provides a
systematic approach to task assignment but may lack
flexibility in dynamic environments.

• LCDA*: The LCDA approach [12], which aims to min-
imize the execution time of delay-sensitive tasks while
ensuring no deadline violations. Their algorithm selects
servers and schedules tasks to optimize service time in
a dynamic environment. While LCDA effectively adapts
to changing workloads, it may not fully account for task
sensitivity or latency constraints.

We can evaluate their relative advantages and limitations by
comparing these methodologies with our HOQoS algorithm.
HOQoS integrates factors such as execution time, task sensi-
tivity to delays, latency requirements, resource utilization, and
server processing capabilities. Through rigorous evaluations
and performance comparisons, we illustrate the enhanced
effectiveness of HOQoS in optimizing computation offloading
and resource allocation within MEC environments, ultimately
improving the quality of service for IoT applications.

1) Simulation Based on Average Service Time: We evaluate
the average service time, a critical factor influencing service
quality and user experience. Figure 3 illustrates the impact
of the number of IoT devices on service times for different
resource management approaches. For 100 devices, HOQoS
and LCDA* show shallow service times of 0.8 seconds, while
Only MEC and DCOA-ST display times of 0.9 seconds. At
900 devices, HOQoS maintains a service time of 1 second,
while Only Cloud shows an alarming increase to 5.1 seconds,
confirming its inadequacy in high-load scenarios. Other ap-
proaches, such as Random and DCOA-ST, exhibit times of
2.1 seconds and 1.15 seconds, respectively. For 1500 devices,
HOQoS slightly increases to 1.2 seconds, while Only Cloud
reaches 7.1 seconds. Finally, at 2300 devices, HOQoS reports

a service time of 1.5 seconds, whereas Only Cloud remains
high at 7.2 seconds.
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Fig. 3: Service time as a function of the number of IoT devices.

2) Simulation Based on Task Failure Rates: In assessing
task execution success, task failure rates are key indicators
influenced by factors such as excessive virtual machine usage
and insufficient network bandwidth. Figure 4 illustrates how
failure rates vary across algorithms with different numbers of
IoT devices. The HOQoS approach consistently maintains low
failure rates, even as device numbers increase, highlighting
its robustness in high-density IoT environments. For 300
devices, HOQoS and Only MEC have low failure rates of 1%,
while LCDA* has the highest at 10%. At 900 devices, Only
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Fig. 4: Task failure rate as a function of the number of IoT
devices.

Cloud shows a concerning 74% failure rate, whereas HOQoS
maintains a reasonable 1.5%. With 1500 devices, Only Cloud’s
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while the bandwidth of the wide area network (WAN) is 15
Mbps. The propagation delay on the WAN is 0.1 seconds.
These parameters also influence system performance and
should be taken into account when evaluating the results of
the simulation.

B. Simulation Results

This section presents the results of simulations conducted
to evaluate the performance of different resource management
approaches and computation offloading strategies in a high-
density IoT environment. The studied approaches are:

• Only MEC: All tasks are executed on the MEC server.
This approach is straightforward but may be limited in
terms of resources and processing capacity.

• Only Cloud: All tasks are executed on the Cloud server.
This approach offers high processing capacity but can
lead to significant latency due to the distance between
IoT devices and the cloud.

• Random: Tasks are randomly distributed between the
MEC and Cloud servers. This implementation is simple
but may not be optimal in terms of performance.

• DCOA-ST: A dynamic computation Offloading approach
based on the service time [11]. This approach considers
the current system state to decide where to execute
tasks, potentially improving performance. It provides a
systematic approach to task assignment but may lack
flexibility in dynamic environments.

• LCDA*: The LCDA approach [12], which aims to min-
imize the execution time of delay-sensitive tasks while
ensuring no deadline violations. Their algorithm selects
servers and schedules tasks to optimize service time in
a dynamic environment. While LCDA effectively adapts
to changing workloads, it may not fully account for task
sensitivity or latency constraints.

We can evaluate their relative advantages and limitations by
comparing these methodologies with our HOQoS algorithm.
HOQoS integrates factors such as execution time, task sensi-
tivity to delays, latency requirements, resource utilization, and
server processing capabilities. Through rigorous evaluations
and performance comparisons, we illustrate the enhanced
effectiveness of HOQoS in optimizing computation offloading
and resource allocation within MEC environments, ultimately
improving the quality of service for IoT applications.

1) Simulation Based on Average Service Time: We evaluate
the average service time, a critical factor influencing service
quality and user experience. Figure 3 illustrates the impact
of the number of IoT devices on service times for different
resource management approaches. For 100 devices, HOQoS
and LCDA* show shallow service times of 0.8 seconds, while
Only MEC and DCOA-ST display times of 0.9 seconds. At
900 devices, HOQoS maintains a service time of 1 second,
while Only Cloud shows an alarming increase to 5.1 seconds,
confirming its inadequacy in high-load scenarios. Other ap-
proaches, such as Random and DCOA-ST, exhibit times of
2.1 seconds and 1.15 seconds, respectively. For 1500 devices,
HOQoS slightly increases to 1.2 seconds, while Only Cloud
reaches 7.1 seconds. Finally, at 2300 devices, HOQoS reports

a service time of 1.5 seconds, whereas Only Cloud remains
high at 7.2 seconds.
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2) Simulation Based on Task Failure Rates: In assessing
task execution success, task failure rates are key indicators
influenced by factors such as excessive virtual machine usage
and insufficient network bandwidth. Figure 4 illustrates how
failure rates vary across algorithms with different numbers of
IoT devices. The HOQoS approach consistently maintains low
failure rates, even as device numbers increase, highlighting
its robustness in high-density IoT environments. For 300
devices, HOQoS and Only MEC have low failure rates of 1%,
while LCDA* has the highest at 10%. At 900 devices, Only
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Fig. 4: Task failure rate as a function of the number of IoT
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Cloud shows a concerning 74% failure rate, whereas HOQoS
maintains a reasonable 1.5%. With 1500 devices, Only Cloud’s
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while the bandwidth of the wide area network (WAN) is 15
Mbps. The propagation delay on the WAN is 0.1 seconds.
These parameters also influence system performance and
should be taken into account when evaluating the results of
the simulation.

B. Simulation Results

This section presents the results of simulations conducted
to evaluate the performance of different resource management
approaches and computation offloading strategies in a high-
density IoT environment. The studied approaches are:

• Only MEC: All tasks are executed on the MEC server.
This approach is straightforward but may be limited in
terms of resources and processing capacity.

• Only Cloud: All tasks are executed on the Cloud server.
This approach offers high processing capacity but can
lead to significant latency due to the distance between
IoT devices and the cloud.

• Random: Tasks are randomly distributed between the
MEC and Cloud servers. This implementation is simple
but may not be optimal in terms of performance.

• DCOA-ST: A dynamic computation Offloading approach
based on the service time [11]. This approach considers
the current system state to decide where to execute
tasks, potentially improving performance. It provides a
systematic approach to task assignment but may lack
flexibility in dynamic environments.

• LCDA*: The LCDA approach [12], which aims to min-
imize the execution time of delay-sensitive tasks while
ensuring no deadline violations. Their algorithm selects
servers and schedules tasks to optimize service time in
a dynamic environment. While LCDA effectively adapts
to changing workloads, it may not fully account for task
sensitivity or latency constraints.

We can evaluate their relative advantages and limitations by
comparing these methodologies with our HOQoS algorithm.
HOQoS integrates factors such as execution time, task sensi-
tivity to delays, latency requirements, resource utilization, and
server processing capabilities. Through rigorous evaluations
and performance comparisons, we illustrate the enhanced
effectiveness of HOQoS in optimizing computation offloading
and resource allocation within MEC environments, ultimately
improving the quality of service for IoT applications.

1) Simulation Based on Average Service Time: We evaluate
the average service time, a critical factor influencing service
quality and user experience. Figure 3 illustrates the impact
of the number of IoT devices on service times for different
resource management approaches. For 100 devices, HOQoS
and LCDA* show shallow service times of 0.8 seconds, while
Only MEC and DCOA-ST display times of 0.9 seconds. At
900 devices, HOQoS maintains a service time of 1 second,
while Only Cloud shows an alarming increase to 5.1 seconds,
confirming its inadequacy in high-load scenarios. Other ap-
proaches, such as Random and DCOA-ST, exhibit times of
2.1 seconds and 1.15 seconds, respectively. For 1500 devices,
HOQoS slightly increases to 1.2 seconds, while Only Cloud
reaches 7.1 seconds. Finally, at 2300 devices, HOQoS reports

a service time of 1.5 seconds, whereas Only Cloud remains
high at 7.2 seconds.
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2) Simulation Based on Task Failure Rates: In assessing
task execution success, task failure rates are key indicators
influenced by factors such as excessive virtual machine usage
and insufficient network bandwidth. Figure 4 illustrates how
failure rates vary across algorithms with different numbers of
IoT devices. The HOQoS approach consistently maintains low
failure rates, even as device numbers increase, highlighting
its robustness in high-density IoT environments. For 300
devices, HOQoS and Only MEC have low failure rates of 1%,
while LCDA* has the highest at 10%. At 900 devices, Only
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Fig. 4: Task failure rate as a function of the number of IoT
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Cloud shows a concerning 74% failure rate, whereas HOQoS
maintains a reasonable 1.5%. With 1500 devices, Only Cloud’s
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while the bandwidth of the wide area network (WAN) is 15
Mbps. The propagation delay on the WAN is 0.1 seconds.
These parameters also influence system performance and
should be taken into account when evaluating the results of
the simulation.

B. Simulation Results

This section presents the results of simulations conducted
to evaluate the performance of different resource management
approaches and computation offloading strategies in a high-
density IoT environment. The studied approaches are:

• Only MEC: All tasks are executed on the MEC server.
This approach is straightforward but may be limited in
terms of resources and processing capacity.

• Only Cloud: All tasks are executed on the Cloud server.
This approach offers high processing capacity but can
lead to significant latency due to the distance between
IoT devices and the cloud.

• Random: Tasks are randomly distributed between the
MEC and Cloud servers. This implementation is simple
but may not be optimal in terms of performance.

• DCOA-ST: A dynamic computation Offloading approach
based on the service time [11]. This approach considers
the current system state to decide where to execute
tasks, potentially improving performance. It provides a
systematic approach to task assignment but may lack
flexibility in dynamic environments.

• LCDA*: The LCDA approach [12], which aims to min-
imize the execution time of delay-sensitive tasks while
ensuring no deadline violations. Their algorithm selects
servers and schedules tasks to optimize service time in
a dynamic environment. While LCDA effectively adapts
to changing workloads, it may not fully account for task
sensitivity or latency constraints.

We can evaluate their relative advantages and limitations by
comparing these methodologies with our HOQoS algorithm.
HOQoS integrates factors such as execution time, task sensi-
tivity to delays, latency requirements, resource utilization, and
server processing capabilities. Through rigorous evaluations
and performance comparisons, we illustrate the enhanced
effectiveness of HOQoS in optimizing computation offloading
and resource allocation within MEC environments, ultimately
improving the quality of service for IoT applications.

1) Simulation Based on Average Service Time: We evaluate
the average service time, a critical factor influencing service
quality and user experience. Figure 3 illustrates the impact
of the number of IoT devices on service times for different
resource management approaches. For 100 devices, HOQoS
and LCDA* show shallow service times of 0.8 seconds, while
Only MEC and DCOA-ST display times of 0.9 seconds. At
900 devices, HOQoS maintains a service time of 1 second,
while Only Cloud shows an alarming increase to 5.1 seconds,
confirming its inadequacy in high-load scenarios. Other ap-
proaches, such as Random and DCOA-ST, exhibit times of
2.1 seconds and 1.15 seconds, respectively. For 1500 devices,
HOQoS slightly increases to 1.2 seconds, while Only Cloud
reaches 7.1 seconds. Finally, at 2300 devices, HOQoS reports

a service time of 1.5 seconds, whereas Only Cloud remains
high at 7.2 seconds.
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2) Simulation Based on Task Failure Rates: In assessing
task execution success, task failure rates are key indicators
influenced by factors such as excessive virtual machine usage
and insufficient network bandwidth. Figure 4 illustrates how
failure rates vary across algorithms with different numbers of
IoT devices. The HOQoS approach consistently maintains low
failure rates, even as device numbers increase, highlighting
its robustness in high-density IoT environments. For 300
devices, HOQoS and Only MEC have low failure rates of 1%,
while LCDA* has the highest at 10%. At 900 devices, Only
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Fig. 4: Task failure rate as a function of the number of IoT
devices.

Cloud shows a concerning 74% failure rate, whereas HOQoS
maintains a reasonable 1.5%. With 1500 devices, Only Cloud’s
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while the bandwidth of the wide area network (WAN) is 15
Mbps. The propagation delay on the WAN is 0.1 seconds.
These parameters also influence system performance and
should be taken into account when evaluating the results of
the simulation.

B. Simulation Results

This section presents the results of simulations conducted
to evaluate the performance of different resource management
approaches and computation offloading strategies in a high-
density IoT environment. The studied approaches are:

• Only MEC: All tasks are executed on the MEC server.
This approach is straightforward but may be limited in
terms of resources and processing capacity.

• Only Cloud: All tasks are executed on the Cloud server.
This approach offers high processing capacity but can
lead to significant latency due to the distance between
IoT devices and the cloud.

• Random: Tasks are randomly distributed between the
MEC and Cloud servers. This implementation is simple
but may not be optimal in terms of performance.

• DCOA-ST: A dynamic computation Offloading approach
based on the service time [11]. This approach considers
the current system state to decide where to execute
tasks, potentially improving performance. It provides a
systematic approach to task assignment but may lack
flexibility in dynamic environments.

• LCDA*: The LCDA approach [12], which aims to min-
imize the execution time of delay-sensitive tasks while
ensuring no deadline violations. Their algorithm selects
servers and schedules tasks to optimize service time in
a dynamic environment. While LCDA effectively adapts
to changing workloads, it may not fully account for task
sensitivity or latency constraints.

We can evaluate their relative advantages and limitations by
comparing these methodologies with our HOQoS algorithm.
HOQoS integrates factors such as execution time, task sensi-
tivity to delays, latency requirements, resource utilization, and
server processing capabilities. Through rigorous evaluations
and performance comparisons, we illustrate the enhanced
effectiveness of HOQoS in optimizing computation offloading
and resource allocation within MEC environments, ultimately
improving the quality of service for IoT applications.

1) Simulation Based on Average Service Time: We evaluate
the average service time, a critical factor influencing service
quality and user experience. Figure 3 illustrates the impact
of the number of IoT devices on service times for different
resource management approaches. For 100 devices, HOQoS
and LCDA* show shallow service times of 0.8 seconds, while
Only MEC and DCOA-ST display times of 0.9 seconds. At
900 devices, HOQoS maintains a service time of 1 second,
while Only Cloud shows an alarming increase to 5.1 seconds,
confirming its inadequacy in high-load scenarios. Other ap-
proaches, such as Random and DCOA-ST, exhibit times of
2.1 seconds and 1.15 seconds, respectively. For 1500 devices,
HOQoS slightly increases to 1.2 seconds, while Only Cloud
reaches 7.1 seconds. Finally, at 2300 devices, HOQoS reports

a service time of 1.5 seconds, whereas Only Cloud remains
high at 7.2 seconds.
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2) Simulation Based on Task Failure Rates: In assessing
task execution success, task failure rates are key indicators
influenced by factors such as excessive virtual machine usage
and insufficient network bandwidth. Figure 4 illustrates how
failure rates vary across algorithms with different numbers of
IoT devices. The HOQoS approach consistently maintains low
failure rates, even as device numbers increase, highlighting
its robustness in high-density IoT environments. For 300
devices, HOQoS and Only MEC have low failure rates of 1%,
while LCDA* has the highest at 10%. At 900 devices, Only
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Fig. 4: Task failure rate as a function of the number of IoT
devices.

Cloud shows a concerning 74% failure rate, whereas HOQoS
maintains a reasonable 1.5%. With 1500 devices, Only Cloud’s
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while the bandwidth of the wide area network (WAN) is 15
Mbps. The propagation delay on the WAN is 0.1 seconds.
These parameters also influence system performance and
should be taken into account when evaluating the results of
the simulation.

B. Simulation Results

This section presents the results of simulations conducted
to evaluate the performance of different resource management
approaches and computation offloading strategies in a high-
density IoT environment. The studied approaches are:

• Only MEC: All tasks are executed on the MEC server.
This approach is straightforward but may be limited in
terms of resources and processing capacity.

• Only Cloud: All tasks are executed on the Cloud server.
This approach offers high processing capacity but can
lead to significant latency due to the distance between
IoT devices and the cloud.

• Random: Tasks are randomly distributed between the
MEC and Cloud servers. This implementation is simple
but may not be optimal in terms of performance.

• DCOA-ST: A dynamic computation Offloading approach
based on the service time [11]. This approach considers
the current system state to decide where to execute
tasks, potentially improving performance. It provides a
systematic approach to task assignment but may lack
flexibility in dynamic environments.

• LCDA*: The LCDA approach [12], which aims to min-
imize the execution time of delay-sensitive tasks while
ensuring no deadline violations. Their algorithm selects
servers and schedules tasks to optimize service time in
a dynamic environment. While LCDA effectively adapts
to changing workloads, it may not fully account for task
sensitivity or latency constraints.

We can evaluate their relative advantages and limitations by
comparing these methodologies with our HOQoS algorithm.
HOQoS integrates factors such as execution time, task sensi-
tivity to delays, latency requirements, resource utilization, and
server processing capabilities. Through rigorous evaluations
and performance comparisons, we illustrate the enhanced
effectiveness of HOQoS in optimizing computation offloading
and resource allocation within MEC environments, ultimately
improving the quality of service for IoT applications.

1) Simulation Based on Average Service Time: We evaluate
the average service time, a critical factor influencing service
quality and user experience. Figure 3 illustrates the impact
of the number of IoT devices on service times for different
resource management approaches. For 100 devices, HOQoS
and LCDA* show shallow service times of 0.8 seconds, while
Only MEC and DCOA-ST display times of 0.9 seconds. At
900 devices, HOQoS maintains a service time of 1 second,
while Only Cloud shows an alarming increase to 5.1 seconds,
confirming its inadequacy in high-load scenarios. Other ap-
proaches, such as Random and DCOA-ST, exhibit times of
2.1 seconds and 1.15 seconds, respectively. For 1500 devices,
HOQoS slightly increases to 1.2 seconds, while Only Cloud
reaches 7.1 seconds. Finally, at 2300 devices, HOQoS reports

a service time of 1.5 seconds, whereas Only Cloud remains
high at 7.2 seconds.
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2) Simulation Based on Task Failure Rates: In assessing
task execution success, task failure rates are key indicators
influenced by factors such as excessive virtual machine usage
and insufficient network bandwidth. Figure 4 illustrates how
failure rates vary across algorithms with different numbers of
IoT devices. The HOQoS approach consistently maintains low
failure rates, even as device numbers increase, highlighting
its robustness in high-density IoT environments. For 300
devices, HOQoS and Only MEC have low failure rates of 1%,
while LCDA* has the highest at 10%. At 900 devices, Only
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Fig. 4: Task failure rate as a function of the number of IoT
devices.

Cloud shows a concerning 74% failure rate, whereas HOQoS
maintains a reasonable 1.5%. With 1500 devices, Only Cloud’s
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while the bandwidth of the wide area network (WAN) is 15
Mbps. The propagation delay on the WAN is 0.1 seconds.
These parameters also influence system performance and
should be taken into account when evaluating the results of
the simulation.

B. Simulation Results

This section presents the results of simulations conducted
to evaluate the performance of different resource management
approaches and computation offloading strategies in a high-
density IoT environment. The studied approaches are:

• Only MEC: All tasks are executed on the MEC server.
This approach is straightforward but may be limited in
terms of resources and processing capacity.

• Only Cloud: All tasks are executed on the Cloud server.
This approach offers high processing capacity but can
lead to significant latency due to the distance between
IoT devices and the cloud.

• Random: Tasks are randomly distributed between the
MEC and Cloud servers. This implementation is simple
but may not be optimal in terms of performance.

• DCOA-ST: A dynamic computation Offloading approach
based on the service time [11]. This approach considers
the current system state to decide where to execute
tasks, potentially improving performance. It provides a
systematic approach to task assignment but may lack
flexibility in dynamic environments.

• LCDA*: The LCDA approach [12], which aims to min-
imize the execution time of delay-sensitive tasks while
ensuring no deadline violations. Their algorithm selects
servers and schedules tasks to optimize service time in
a dynamic environment. While LCDA effectively adapts
to changing workloads, it may not fully account for task
sensitivity or latency constraints.

We can evaluate their relative advantages and limitations by
comparing these methodologies with our HOQoS algorithm.
HOQoS integrates factors such as execution time, task sensi-
tivity to delays, latency requirements, resource utilization, and
server processing capabilities. Through rigorous evaluations
and performance comparisons, we illustrate the enhanced
effectiveness of HOQoS in optimizing computation offloading
and resource allocation within MEC environments, ultimately
improving the quality of service for IoT applications.

1) Simulation Based on Average Service Time: We evaluate
the average service time, a critical factor influencing service
quality and user experience. Figure 3 illustrates the impact
of the number of IoT devices on service times for different
resource management approaches. For 100 devices, HOQoS
and LCDA* show shallow service times of 0.8 seconds, while
Only MEC and DCOA-ST display times of 0.9 seconds. At
900 devices, HOQoS maintains a service time of 1 second,
while Only Cloud shows an alarming increase to 5.1 seconds,
confirming its inadequacy in high-load scenarios. Other ap-
proaches, such as Random and DCOA-ST, exhibit times of
2.1 seconds and 1.15 seconds, respectively. For 1500 devices,
HOQoS slightly increases to 1.2 seconds, while Only Cloud
reaches 7.1 seconds. Finally, at 2300 devices, HOQoS reports

a service time of 1.5 seconds, whereas Only Cloud remains
high at 7.2 seconds.
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2) Simulation Based on Task Failure Rates: In assessing
task execution success, task failure rates are key indicators
influenced by factors such as excessive virtual machine usage
and insufficient network bandwidth. Figure 4 illustrates how
failure rates vary across algorithms with different numbers of
IoT devices. The HOQoS approach consistently maintains low
failure rates, even as device numbers increase, highlighting
its robustness in high-density IoT environments. For 300
devices, HOQoS and Only MEC have low failure rates of 1%,
while LCDA* has the highest at 10%. At 900 devices, Only
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Fig. 4: Task failure rate as a function of the number of IoT
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Cloud shows a concerning 74% failure rate, whereas HOQoS
maintains a reasonable 1.5%. With 1500 devices, Only Cloud’s
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failure rate rises to 91%, confirming its inadequacy in high-
load scenarios, while HOQoS remains at 2%. Finally, at 2300
devices, all failure rates increase, with Only Cloud reaching a
critical 95% and HOQoS at 4%.

3) Simulation Based on VM Utilization Rates: Figure 5
highlights the impact of the number of IoT devices on the
utilization of VMs at the MEC level. For 300 devices, HOQoS
shows a utilization rate of 1%, while Only MEC reaches 3%.
Other approaches, such as Random and DCOA-ST, exhibit
utilization rates of 2% and 4.5%, respectively, while LCDA*
reaches 5%. At 1100 devices, HOQoS maintains a rate of
2.5%, while Only MEC climbs to 12%. The Random and
DCOA-ST approaches also show increases, reaching 5% and
13%, respectively. When the number of devices reaches 1700,
HOQoS increases to 5%, while Only MEC rises to 23%,
with LCDA* at 19% and DCOA-ST at 23%. Finally, at
2300 devices, HOQoS presents a utilization rate of 9.8%,
contrasting sharply with Only MEC, which reaches 58%.
Other approaches show increased utilization, with Random at
12% and DCOA-ST at 27%.
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Fig. 5: MEC server utilization as a function of the number of
IoT devices.

The utilization of VM at the Cloud level is presented in
Figure 6, exhibiting slightly lower rates compared to MEC
servers. For 500 devices, HOQoS shows a VM utilization
rate of only 0.1%, while Only Cloud reaches 1.2%. Other
approaches, such as Random and DCOA-ST, exhibit utilization
rates of 0.8% and 1.2%, respectively, while LCDA* reaches
0.4%. At 1300 devices, HOQoS maintains a utilization rate
of 0.1%, while Only Cloud climbs to 1.1%. The Random
and DCOA-ST approaches also show increases, reaching 1%
and 3.7%, respectively. When the number of devices reaches
1900, HOQoS increases to 0.2%, while Only Cloud rises to
1.1%, with LCDA* at 2.7% and DCOA-ST at 5.8%. Finally,
at 2300 devices, HOQoS presents a utilization rate of 0.3%,
contrasting sharply with Only Cloud, which reaches 1.4%.
Other approaches show increasing utilization, with Random

at 1% and DCOA-ST at 11.9%.
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Fig. 6: Cloud server utilization as a function of the number of
IoT devices.

The results demonstrate that HOQoS effectively manages
both MEC and cloud server resources under increasing load.
In contrast, other approaches, particularly Only MEC and
Only Cloud, exhibit a significant rise in VM utilization, which
could lead to challenges concerning performance and energy
consumption. It is important to note that Only Cloud does not
utilize MEC servers, while Only MEC does not utilize cloud
servers; therefore, their VM usage is not considered in this
analysis.

VI. CONCLUSION AND FUTURE PERSPECTIVES

This study aimed to improve service quality in Multi-access
Edge Computing by offloading computational loads and allo-
cating resources near IoT devices. The findings emphasize the
importance of offloading tasks from IoT devices with limited
computing capabilities to locations with adequate resources,
thereby reducing latency. The proposed heuristic algorithms
for task offloading and resource allocation consider task char-
acteristics and resource availability, resulting in decreased ser-
vice times and task failure rates. Future research will focus on
developing an autonomous system that utilizes reinforcement
learning and machine learning techniques to optimize task
execution locations in complex MEC environments. Enhancing
the algorithms’ adaptive capabilities to respond dynamically to
changes in network conditions and device capabilities will be a
priority. Additionally, integrating advanced predictive analytics
could enable proactive optimization of resource allocation and
offloading strategies by forecasting future resource needs and
user demands. These advancements aim to further enhance the
performance and efficiency of MEC systems.
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failure rate rises to 91%, confirming its inadequacy in high-
load scenarios, while HOQoS remains at 2%. Finally, at 2300
devices, all failure rates increase, with Only Cloud reaching a
critical 95% and HOQoS at 4%.

3) Simulation Based on VM Utilization Rates: Figure 5
highlights the impact of the number of IoT devices on the
utilization of VMs at the MEC level. For 300 devices, HOQoS
shows a utilization rate of 1%, while Only MEC reaches 3%.
Other approaches, such as Random and DCOA-ST, exhibit
utilization rates of 2% and 4.5%, respectively, while LCDA*
reaches 5%. At 1100 devices, HOQoS maintains a rate of
2.5%, while Only MEC climbs to 12%. The Random and
DCOA-ST approaches also show increases, reaching 5% and
13%, respectively. When the number of devices reaches 1700,
HOQoS increases to 5%, while Only MEC rises to 23%,
with LCDA* at 19% and DCOA-ST at 23%. Finally, at
2300 devices, HOQoS presents a utilization rate of 9.8%,
contrasting sharply with Only MEC, which reaches 58%.
Other approaches show increased utilization, with Random at
12% and DCOA-ST at 27%.
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Fig. 5: MEC server utilization as a function of the number of
IoT devices.

The utilization of VM at the Cloud level is presented in
Figure 6, exhibiting slightly lower rates compared to MEC
servers. For 500 devices, HOQoS shows a VM utilization
rate of only 0.1%, while Only Cloud reaches 1.2%. Other
approaches, such as Random and DCOA-ST, exhibit utilization
rates of 0.8% and 1.2%, respectively, while LCDA* reaches
0.4%. At 1300 devices, HOQoS maintains a utilization rate
of 0.1%, while Only Cloud climbs to 1.1%. The Random
and DCOA-ST approaches also show increases, reaching 1%
and 3.7%, respectively. When the number of devices reaches
1900, HOQoS increases to 0.2%, while Only Cloud rises to
1.1%, with LCDA* at 2.7% and DCOA-ST at 5.8%. Finally,
at 2300 devices, HOQoS presents a utilization rate of 0.3%,
contrasting sharply with Only Cloud, which reaches 1.4%.
Other approaches show increasing utilization, with Random

at 1% and DCOA-ST at 11.9%.
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Fig. 6: Cloud server utilization as a function of the number of
IoT devices.

The results demonstrate that HOQoS effectively manages
both MEC and cloud server resources under increasing load.
In contrast, other approaches, particularly Only MEC and
Only Cloud, exhibit a significant rise in VM utilization, which
could lead to challenges concerning performance and energy
consumption. It is important to note that Only Cloud does not
utilize MEC servers, while Only MEC does not utilize cloud
servers; therefore, their VM usage is not considered in this
analysis.

VI. CONCLUSION AND FUTURE PERSPECTIVES

This study aimed to improve service quality in Multi-access
Edge Computing by offloading computational loads and allo-
cating resources near IoT devices. The findings emphasize the
importance of offloading tasks from IoT devices with limited
computing capabilities to locations with adequate resources,
thereby reducing latency. The proposed heuristic algorithms
for task offloading and resource allocation consider task char-
acteristics and resource availability, resulting in decreased ser-
vice times and task failure rates. Future research will focus on
developing an autonomous system that utilizes reinforcement
learning and machine learning techniques to optimize task
execution locations in complex MEC environments. Enhancing
the algorithms’ adaptive capabilities to respond dynamically to
changes in network conditions and device capabilities will be a
priority. Additionally, integrating advanced predictive analytics
could enable proactive optimization of resource allocation and
offloading strategies by forecasting future resource needs and
user demands. These advancements aim to further enhance the
performance and efficiency of MEC systems.
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failure rate rises to 91%, confirming its inadequacy in high-
load scenarios, while HOQoS remains at 2%. Finally, at 2300
devices, all failure rates increase, with Only Cloud reaching a
critical 95% and HOQoS at 4%.

3) Simulation Based on VM Utilization Rates: Figure 5
highlights the impact of the number of IoT devices on the
utilization of VMs at the MEC level. For 300 devices, HOQoS
shows a utilization rate of 1%, while Only MEC reaches 3%.
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2.5%, while Only MEC climbs to 12%. The Random and
DCOA-ST approaches also show increases, reaching 5% and
13%, respectively. When the number of devices reaches 1700,
HOQoS increases to 5%, while Only MEC rises to 23%,
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2300 devices, HOQoS presents a utilization rate of 9.8%,
contrasting sharply with Only MEC, which reaches 58%.
Other approaches show increased utilization, with Random at
12% and DCOA-ST at 27%.
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The utilization of VM at the Cloud level is presented in
Figure 6, exhibiting slightly lower rates compared to MEC
servers. For 500 devices, HOQoS shows a VM utilization
rate of only 0.1%, while Only Cloud reaches 1.2%. Other
approaches, such as Random and DCOA-ST, exhibit utilization
rates of 0.8% and 1.2%, respectively, while LCDA* reaches
0.4%. At 1300 devices, HOQoS maintains a utilization rate
of 0.1%, while Only Cloud climbs to 1.1%. The Random
and DCOA-ST approaches also show increases, reaching 1%
and 3.7%, respectively. When the number of devices reaches
1900, HOQoS increases to 0.2%, while Only Cloud rises to
1.1%, with LCDA* at 2.7% and DCOA-ST at 5.8%. Finally,
at 2300 devices, HOQoS presents a utilization rate of 0.3%,
contrasting sharply with Only Cloud, which reaches 1.4%.
Other approaches show increasing utilization, with Random
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Fig. 6: Cloud server utilization as a function of the number of
IoT devices.

The results demonstrate that HOQoS effectively manages
both MEC and cloud server resources under increasing load.
In contrast, other approaches, particularly Only MEC and
Only Cloud, exhibit a significant rise in VM utilization, which
could lead to challenges concerning performance and energy
consumption. It is important to note that Only Cloud does not
utilize MEC servers, while Only MEC does not utilize cloud
servers; therefore, their VM usage is not considered in this
analysis.

VI. CONCLUSION AND FUTURE PERSPECTIVES

This study aimed to improve service quality in Multi-access
Edge Computing by offloading computational loads and allo-
cating resources near IoT devices. The findings emphasize the
importance of offloading tasks from IoT devices with limited
computing capabilities to locations with adequate resources,
thereby reducing latency. The proposed heuristic algorithms
for task offloading and resource allocation consider task char-
acteristics and resource availability, resulting in decreased ser-
vice times and task failure rates. Future research will focus on
developing an autonomous system that utilizes reinforcement
learning and machine learning techniques to optimize task
execution locations in complex MEC environments. Enhancing
the algorithms’ adaptive capabilities to respond dynamically to
changes in network conditions and device capabilities will be a
priority. Additionally, integrating advanced predictive analytics
could enable proactive optimization of resource allocation and
offloading strategies by forecasting future resource needs and
user demands. These advancements aim to further enhance the
performance and efficiency of MEC systems.
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failure rate rises to 91%, confirming its inadequacy in high-
load scenarios, while HOQoS remains at 2%. Finally, at 2300
devices, all failure rates increase, with Only Cloud reaching a
critical 95% and HOQoS at 4%.

3) Simulation Based on VM Utilization Rates: Figure 5
highlights the impact of the number of IoT devices on the
utilization of VMs at the MEC level. For 300 devices, HOQoS
shows a utilization rate of 1%, while Only MEC reaches 3%.
Other approaches, such as Random and DCOA-ST, exhibit
utilization rates of 2% and 4.5%, respectively, while LCDA*
reaches 5%. At 1100 devices, HOQoS maintains a rate of
2.5%, while Only MEC climbs to 12%. The Random and
DCOA-ST approaches also show increases, reaching 5% and
13%, respectively. When the number of devices reaches 1700,
HOQoS increases to 5%, while Only MEC rises to 23%,
with LCDA* at 19% and DCOA-ST at 23%. Finally, at
2300 devices, HOQoS presents a utilization rate of 9.8%,
contrasting sharply with Only MEC, which reaches 58%.
Other approaches show increased utilization, with Random at
12% and DCOA-ST at 27%.

100 300 500 700 900 1100 1300 1500 1700 1900 2100 2300
0

10

20

30

40

50

60

Number of Iot Devices

A
ve

ra
ge

 V
M

 U
til

iz
at

io
n 

of
 M

EC
 se

rv
er

 (%
)

 

 

Only MEC
Only Cloud

mRando
−STDCOA
*LCDA

HOQoS

Fig. 5: MEC server utilization as a function of the number of
IoT devices.

The utilization of VM at the Cloud level is presented in
Figure 6, exhibiting slightly lower rates compared to MEC
servers. For 500 devices, HOQoS shows a VM utilization
rate of only 0.1%, while Only Cloud reaches 1.2%. Other
approaches, such as Random and DCOA-ST, exhibit utilization
rates of 0.8% and 1.2%, respectively, while LCDA* reaches
0.4%. At 1300 devices, HOQoS maintains a utilization rate
of 0.1%, while Only Cloud climbs to 1.1%. The Random
and DCOA-ST approaches also show increases, reaching 1%
and 3.7%, respectively. When the number of devices reaches
1900, HOQoS increases to 0.2%, while Only Cloud rises to
1.1%, with LCDA* at 2.7% and DCOA-ST at 5.8%. Finally,
at 2300 devices, HOQoS presents a utilization rate of 0.3%,
contrasting sharply with Only Cloud, which reaches 1.4%.
Other approaches show increasing utilization, with Random
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Fig. 6: Cloud server utilization as a function of the number of
IoT devices.

The results demonstrate that HOQoS effectively manages
both MEC and cloud server resources under increasing load.
In contrast, other approaches, particularly Only MEC and
Only Cloud, exhibit a significant rise in VM utilization, which
could lead to challenges concerning performance and energy
consumption. It is important to note that Only Cloud does not
utilize MEC servers, while Only MEC does not utilize cloud
servers; therefore, their VM usage is not considered in this
analysis.

VI. CONCLUSION AND FUTURE PERSPECTIVES

This study aimed to improve service quality in Multi-access
Edge Computing by offloading computational loads and allo-
cating resources near IoT devices. The findings emphasize the
importance of offloading tasks from IoT devices with limited
computing capabilities to locations with adequate resources,
thereby reducing latency. The proposed heuristic algorithms
for task offloading and resource allocation consider task char-
acteristics and resource availability, resulting in decreased ser-
vice times and task failure rates. Future research will focus on
developing an autonomous system that utilizes reinforcement
learning and machine learning techniques to optimize task
execution locations in complex MEC environments. Enhancing
the algorithms’ adaptive capabilities to respond dynamically to
changes in network conditions and device capabilities will be a
priority. Additionally, integrating advanced predictive analytics
could enable proactive optimization of resource allocation and
offloading strategies by forecasting future resource needs and
user demands. These advancements aim to further enhance the
performance and efficiency of MEC systems.
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failure rate rises to 91%, confirming its inadequacy in high-
load scenarios, while HOQoS remains at 2%. Finally, at 2300
devices, all failure rates increase, with Only Cloud reaching a
critical 95% and HOQoS at 4%.

3) Simulation Based on VM Utilization Rates: Figure 5
highlights the impact of the number of IoT devices on the
utilization of VMs at the MEC level. For 300 devices, HOQoS
shows a utilization rate of 1%, while Only MEC reaches 3%.
Other approaches, such as Random and DCOA-ST, exhibit
utilization rates of 2% and 4.5%, respectively, while LCDA*
reaches 5%. At 1100 devices, HOQoS maintains a rate of
2.5%, while Only MEC climbs to 12%. The Random and
DCOA-ST approaches also show increases, reaching 5% and
13%, respectively. When the number of devices reaches 1700,
HOQoS increases to 5%, while Only MEC rises to 23%,
with LCDA* at 19% and DCOA-ST at 23%. Finally, at
2300 devices, HOQoS presents a utilization rate of 9.8%,
contrasting sharply with Only MEC, which reaches 58%.
Other approaches show increased utilization, with Random at
12% and DCOA-ST at 27%.
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The utilization of VM at the Cloud level is presented in
Figure 6, exhibiting slightly lower rates compared to MEC
servers. For 500 devices, HOQoS shows a VM utilization
rate of only 0.1%, while Only Cloud reaches 1.2%. Other
approaches, such as Random and DCOA-ST, exhibit utilization
rates of 0.8% and 1.2%, respectively, while LCDA* reaches
0.4%. At 1300 devices, HOQoS maintains a utilization rate
of 0.1%, while Only Cloud climbs to 1.1%. The Random
and DCOA-ST approaches also show increases, reaching 1%
and 3.7%, respectively. When the number of devices reaches
1900, HOQoS increases to 0.2%, while Only Cloud rises to
1.1%, with LCDA* at 2.7% and DCOA-ST at 5.8%. Finally,
at 2300 devices, HOQoS presents a utilization rate of 0.3%,
contrasting sharply with Only Cloud, which reaches 1.4%.
Other approaches show increasing utilization, with Random

at 1% and DCOA-ST at 11.9%.
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Fig. 6: Cloud server utilization as a function of the number of
IoT devices.

The results demonstrate that HOQoS effectively manages
both MEC and cloud server resources under increasing load.
In contrast, other approaches, particularly Only MEC and
Only Cloud, exhibit a significant rise in VM utilization, which
could lead to challenges concerning performance and energy
consumption. It is important to note that Only Cloud does not
utilize MEC servers, while Only MEC does not utilize cloud
servers; therefore, their VM usage is not considered in this
analysis.

VI. CONCLUSION AND FUTURE PERSPECTIVES

This study aimed to improve service quality in Multi-access
Edge Computing by offloading computational loads and allo-
cating resources near IoT devices. The findings emphasize the
importance of offloading tasks from IoT devices with limited
computing capabilities to locations with adequate resources,
thereby reducing latency. The proposed heuristic algorithms
for task offloading and resource allocation consider task char-
acteristics and resource availability, resulting in decreased ser-
vice times and task failure rates. Future research will focus on
developing an autonomous system that utilizes reinforcement
learning and machine learning techniques to optimize task
execution locations in complex MEC environments. Enhancing
the algorithms’ adaptive capabilities to respond dynamically to
changes in network conditions and device capabilities will be a
priority. Additionally, integrating advanced predictive analytics
could enable proactive optimization of resource allocation and
offloading strategies by forecasting future resource needs and
user demands. These advancements aim to further enhance the
performance and efficiency of MEC systems.
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failure rate rises to 91%, confirming its inadequacy in high-
load scenarios, while HOQoS remains at 2%. Finally, at 2300
devices, all failure rates increase, with Only Cloud reaching a
critical 95% and HOQoS at 4%.

3) Simulation Based on VM Utilization Rates: Figure 5
highlights the impact of the number of IoT devices on the
utilization of VMs at the MEC level. For 300 devices, HOQoS
shows a utilization rate of 1%, while Only MEC reaches 3%.
Other approaches, such as Random and DCOA-ST, exhibit
utilization rates of 2% and 4.5%, respectively, while LCDA*
reaches 5%. At 1100 devices, HOQoS maintains a rate of
2.5%, while Only MEC climbs to 12%. The Random and
DCOA-ST approaches also show increases, reaching 5% and
13%, respectively. When the number of devices reaches 1700,
HOQoS increases to 5%, while Only MEC rises to 23%,
with LCDA* at 19% and DCOA-ST at 23%. Finally, at
2300 devices, HOQoS presents a utilization rate of 9.8%,
contrasting sharply with Only MEC, which reaches 58%.
Other approaches show increased utilization, with Random at
12% and DCOA-ST at 27%.
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The utilization of VM at the Cloud level is presented in
Figure 6, exhibiting slightly lower rates compared to MEC
servers. For 500 devices, HOQoS shows a VM utilization
rate of only 0.1%, while Only Cloud reaches 1.2%. Other
approaches, such as Random and DCOA-ST, exhibit utilization
rates of 0.8% and 1.2%, respectively, while LCDA* reaches
0.4%. At 1300 devices, HOQoS maintains a utilization rate
of 0.1%, while Only Cloud climbs to 1.1%. The Random
and DCOA-ST approaches also show increases, reaching 1%
and 3.7%, respectively. When the number of devices reaches
1900, HOQoS increases to 0.2%, while Only Cloud rises to
1.1%, with LCDA* at 2.7% and DCOA-ST at 5.8%. Finally,
at 2300 devices, HOQoS presents a utilization rate of 0.3%,
contrasting sharply with Only Cloud, which reaches 1.4%.
Other approaches show increasing utilization, with Random
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Fig. 6: Cloud server utilization as a function of the number of
IoT devices.

The results demonstrate that HOQoS effectively manages
both MEC and cloud server resources under increasing load.
In contrast, other approaches, particularly Only MEC and
Only Cloud, exhibit a significant rise in VM utilization, which
could lead to challenges concerning performance and energy
consumption. It is important to note that Only Cloud does not
utilize MEC servers, while Only MEC does not utilize cloud
servers; therefore, their VM usage is not considered in this
analysis.

VI. CONCLUSION AND FUTURE PERSPECTIVES

This study aimed to improve service quality in Multi-access
Edge Computing by offloading computational loads and allo-
cating resources near IoT devices. The findings emphasize the
importance of offloading tasks from IoT devices with limited
computing capabilities to locations with adequate resources,
thereby reducing latency. The proposed heuristic algorithms
for task offloading and resource allocation consider task char-
acteristics and resource availability, resulting in decreased ser-
vice times and task failure rates. Future research will focus on
developing an autonomous system that utilizes reinforcement
learning and machine learning techniques to optimize task
execution locations in complex MEC environments. Enhancing
the algorithms’ adaptive capabilities to respond dynamically to
changes in network conditions and device capabilities will be a
priority. Additionally, integrating advanced predictive analytics
could enable proactive optimization of resource allocation and
offloading strategies by forecasting future resource needs and
user demands. These advancements aim to further enhance the
performance and efficiency of MEC systems.
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DCOA-ST approaches also show increases, reaching 5% and
13%, respectively. When the number of devices reaches 1700,
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The utilization of VM at the Cloud level is presented in
Figure 6, exhibiting slightly lower rates compared to MEC
servers. For 500 devices, HOQoS shows a VM utilization
rate of only 0.1%, while Only Cloud reaches 1.2%. Other
approaches, such as Random and DCOA-ST, exhibit utilization
rates of 0.8% and 1.2%, respectively, while LCDA* reaches
0.4%. At 1300 devices, HOQoS maintains a utilization rate
of 0.1%, while Only Cloud climbs to 1.1%. The Random
and DCOA-ST approaches also show increases, reaching 1%
and 3.7%, respectively. When the number of devices reaches
1900, HOQoS increases to 0.2%, while Only Cloud rises to
1.1%, with LCDA* at 2.7% and DCOA-ST at 5.8%. Finally,
at 2300 devices, HOQoS presents a utilization rate of 0.3%,
contrasting sharply with Only Cloud, which reaches 1.4%.
Other approaches show increasing utilization, with Random
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Fig. 6: Cloud server utilization as a function of the number of
IoT devices.

The results demonstrate that HOQoS effectively manages
both MEC and cloud server resources under increasing load.
In contrast, other approaches, particularly Only MEC and
Only Cloud, exhibit a significant rise in VM utilization, which
could lead to challenges concerning performance and energy
consumption. It is important to note that Only Cloud does not
utilize MEC servers, while Only MEC does not utilize cloud
servers; therefore, their VM usage is not considered in this
analysis.

VI. CONCLUSION AND FUTURE PERSPECTIVES

This study aimed to improve service quality in Multi-access
Edge Computing by offloading computational loads and allo-
cating resources near IoT devices. The findings emphasize the
importance of offloading tasks from IoT devices with limited
computing capabilities to locations with adequate resources,
thereby reducing latency. The proposed heuristic algorithms
for task offloading and resource allocation consider task char-
acteristics and resource availability, resulting in decreased ser-
vice times and task failure rates. Future research will focus on
developing an autonomous system that utilizes reinforcement
learning and machine learning techniques to optimize task
execution locations in complex MEC environments. Enhancing
the algorithms’ adaptive capabilities to respond dynamically to
changes in network conditions and device capabilities will be a
priority. Additionally, integrating advanced predictive analytics
could enable proactive optimization of resource allocation and
offloading strategies by forecasting future resource needs and
user demands. These advancements aim to further enhance the
performance and efficiency of MEC systems.
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Abstract—To meet the requirements of the wireless communi-
cation industry, digital communication systems require increas-
ingly advanced coding and modulation technologies. Software-
Defined Radio enables these advanced ideas to be easily adopted 
by such systems. The Finite Impulse Response filter is frequently 
used in wireless communication to pre-process detected signals 
to reduce noise by utilizing delay elements, multipliers, and ad-
ders. Traditional multiplier-based finite impulse response fil-
ter designs result in hardware-intensive multipliers that use a 
lot of space and energy and pose poor calculation speeds and 
low performance in throughput and latency. To overcome the 
existing issues, a novel Distributed Arithmetic with a Look Up 
Table-based FIR filter is proposed, which reduces the Bit Error 
Rate and latency and improves throughput by optimizing the 
channel equalizer as a crucial part of Software Defined Radio 
applications. Further, a key feature named the decimation factor 
is incorporated to dynamically alter the filter's output frequency 
response without altering the filter coefficients. Moreover, the 
worst-case critical route latency of partial product accumula-
tion is reduced using a highly adaptable Parallel Prefix Adder. 
Additionally, the finite impulse response filters are integrated 
to decrease the number of Look-Up Tables, thereby saving time 
and memory. It also investigates the filter efficiency using faster 
multipliers and adders and validates it on an Artix-7 FPGA. As 
a result, the proposed model improved the filter’s performance 
over the other existing designs by achieving an operating speed 
of 260 MHz, delay of 190 ps, power dissipation of 1 mW and 
throughput of 938.12 Mbps with the number of Look-Up Tables 
being 16504.

Index Terms—Software-Defined Radio, Noise Removal, Finite 
Impulse Response, Digital Signal Processing, Field-Programma-
ble Gate Array, and Wireless Communication.
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I. INTRODUCTION  
Interference with symbols was one of the biggest problems 
with the digital structure. This suggests that in digital 
communication systems such as Software Defined Radio 
(SDR) applications, SDR technology offers the flexibility to 
implement adaptive filtering and real-time signal processing, 
allowing for more effective interference management. This 
capability enhances overall communication reliability, 
making SDR a valuable tool in modern digital systems.  
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However, interference with symbols can lead to distorted 
channels, which may result in errors in data transmission. 
Interference can occur due to various factors such as noise, 
signal degradation, or electromagnetic interference. 
Distorted channels can result in errors in data transmission, 
making it essential to employ techniques to mitigate 
interference and restore the integrity of the transmitted 
symbols [1-3]. As the speed of data transfer systems goes 
up, Digital Signal Processing (DSP) needs high-speed 
communication systems. In DSP computers, the speed 
couldn't go beyond 1 GHz and it plays a crucial role in 
enhancing the quality of communication by processing and 
analyzing signals in real-time. The limitation mentioned(1 
GHz) likely pertains to a specific context or technology, as 
modern DSP systems can operate at much higher 
frequencies, depending on the application [4]. To support 
multiple bit rates in communication systems, it's necessary 
to develop new designs. Different bit rates require different 
modulation schemes, coding techniques, and signal 
processing methods. Adapting to multiple-bit rates allows 
for more flexible and efficient data transmission in modern 
communication systems [5]. Pipelining and parallel 
processing are techniques used to improve the speed and 
efficiency of computers in optical transmission systems. 
Pipelining involves breaking down tasks into stages, 
allowing for parallel execution of different stages 
simultaneously. Parallel processing utilizes multiple 
processing units to perform tasks in parallel, increasing 
overall system throughput. These techniques are essential 
for handling the high data rates in optical communication 
systems [6].  

Equalizers are devices or algorithms used on the 
receiving end of a communication system to reduce 
distortions like Inter-Symbol Interference (ISI). ISI occurs 
when symbols interfere with each other in a digital 
communication signal due to channel characteristics. 
Equalizers help in recovering the original symbols by 
compensating for the distortion caused by ISI, thus 
improving the overall data reception quality [7]. Equalizing 
Decision Feedback (EDF) is a nonlinear equalization 
technique used to mitigate ISI in communication systems. It 
works by making decisions about received symbols and then 
using these decisions to feedback information to the 
equalizer to compensate for post-cursor ISI. By doing so, 
EDF helps in reducing errors caused by ISI and, 
consequently, improves the SNR. This technique is 
particularly effective in scenarios where ISI is a significant 
challenge.  

Maximum Likelihood Sequence Detection (MLSD) is 
another technique used for ISI mitigation [8]. It considers all 
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possible symbol sequences and selects the one with the 
highest likelihood, thereby reducing errors caused by ISI. 
MLSD is especially effective in situations with severe ISI or 
complex modulation schemes. In a digital communication 
signal, post-cursor ISI that is, ISI that appears after the 
primary symbol is eliminated in part by both MLSD and 
EDF. Through their efficient handling of post-cursor ISI, 
these methods help to enhance the quality of signals that are 
received. Combining the various access strategies is 
probably going to produce the greatest results in terms of 
enhancing security, increasing data transfer speed, and 
reducing ISI [9]. These techniques can also address 
problems related to the way noise spreads, especially in the 
presence of spectral nulls. Spectral nulls are frequencies 
where the signal has little or no energy, making them 
susceptible to noise interference. EDF and MLSD can help 
mitigate the impact of noise, including noise related to 
spectral nulls, thus improving overall signal quality [10]. In 
addition to mitigating ISI and improving SNR, Speed-
testing techniques are used. It could refer to the 
computational complexity and processing speed required for 
implementing EDF and MLSD algorithms. These algorithms 
can be computationally intensive, so optimizing their speed 
is crucial for real-time applications [11-12]. The 
improvement of Speed and Design Technology is necessary 
to keep up with the demands of modern high-speed 
communication systems, where fast and efficient 
equalization is crucial for reliable data transmission [13].  

Distributed Arithmetic (DA) architecture is becoming 
more popular in DSP. This architecture is chosen due to its 
simplicity in design and its utilization of Look-Up Tables 
(LUTs) and transfer build blocks for obtaining partial 
products. DA architecture offers advantages in terms of 
efficient hardware implementation, making it a suitable 
choice for various DSP applications [14]. DA architecture 
uses two-way binary code complements or offsets for 
representing the filter coefficients and input values. Binary 
code complements involve representing numbers as positive 
and negative complements, which simplifies arithmetic 
operations. Using offsets can also simplify operations by 
shifting the input values within a certain range. These 
techniques contribute to the efficiency and simplicity of 
DA-based DSP algorithms [15]. To reduce the amount of 
memory required by a DA Finite Impulse Response (FIR) 
filter, various strategies are suggested. Memory Divisions 
refer to dividing the memory resources into smaller blocks 
or segments to reduce the overall memory footprint, which 
can help optimize memory usage while still performing the 
filtering operations efficiently. In addition, Different 
Memory Bank Approaches are utilized with varying access 
speeds or capacities to efficiently store and access data. This 
approach can be particularly useful when dealing with large 
datasets and complex FIR filter structures [16-17]. 

The Look-Up Table (LUT) decomposition scheme is 
used to simplify the LUT structures in FIR filters based on 
the DA architecture. However, it may come at the cost of 
using a few extra filters. The trade-off between complexity 
and resource usage is common in DSP design. Over the past 
few decades, there have been efforts to improve the 
performance and efficiency of filters, including those based 
on DA architecture. Advances in filter design, algorithm 
optimization, and hardware capabilities have led to more 
efficient DSP solutions. These improvements help narrow 
the field of DA architecture as a powerful and viable design 

choice for various filter applications [18-19]. The DA 
architecture is particularly well-suited for FIR filters that are 
based on Decision Feedback Equalizers (DFEs). DFEs are 
used to mitigate ISI (Inter-Symbol Interference) in 
communication systems. The DA architecture can offer an 
efficient and effective way to implement FIR filters within 
DFEs, contributing to the overall performance and reliability 
of communication systems [20]. Hence there is a need to 
design a novel FIR filter for improving the quality of 
wireless communication applications. 

The Major contributions in this paper are given as 
follows: 

 To design an FIR filter based on DA-LUT 
multiplier for quicker multiplier and faster adder to 
improve the speed of filter operation and to create a 
channel equalizer as part of an SDR application 
and apply it to FIR for validation. 

 To use a decimation factor that dynamically 
modifies the output frequency response of the 
filter, a highly adaptive parallel prefix adder (PPA) 
to lower the worst-case critical route latency and 
verify the filter efficiency on Artix-7 FPGA.  

 The content of the paper is organized as section 2 
describes the literature survey, section 3 describes the 
proposed design and its working process, and section 4 
discusses the proposed design simulation, performance, and 
comparative analysis. Finally, section 5 concludes the paper. 

II. LITERATURE SURVEY 
Kumar et al [21] developed a new architecture for a 2-D 
block FIR filter by using the DA algorithm, which was 
renowned for its effective design of the multiply and 
accumulate block. The DA-LUT has a hardware-based 
architecture that enables the 2-D FIR filter's architecture to 
be changed. Additionally, sharing occurs among DA-LUTs 
at different levels as a result of block processing. In order to 
simplify the hardware complexity of DA-LUT, a common 
DA-LUT was created for block inputs. Additionally, the 
systolic architectures in the suggested design were decreased 
over the designs that already exist thanks to memory 
overlapping. By separating the internal block into parallel 
and small blocks for higher-order 2-D FIR filters, the 
complexity of DA-LUT was decreased. However, building 
hardware for DSP applications was more challenging, and it 
requires specialized knowledge and resources.  

Amrita Rai [22] proposed a 4-bit FIR filter used in 
Digital Signal Processing (DSP) employing completely 
adiabatic technology (PAL) to decrease all parametric 
performance and power consumption. The designs of a 
completely adiabatic, low-power, high-speed FIR filter to 
that of CMOS filters were compared. Reversible logic was 
used in the design of the PAL FIR filter, and CADENCE 
digital lab was used to simulate and synthesise it for a 
variety of parameters, including changes in supply voltage, 
load capacitance, and transition frequency. This architecture 
used a logarithmic multiplier to lower the hardware needs 
and adiabatic technology to provide low power dissipation. 
However, achieving low area efficiency was more 
challenging.  

Prashanth et al [23] discussed the design of the DA-
FIR filter system construct, which was built on an 
architecture with tightly coupled co-processor-based data 
processing units. The designed DA-based FIR filter was 
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refer to dividing the memory resources into smaller blocks 
or segments to reduce the overall memory footprint, which 
can help optimize memory usage while still performing the 
filtering operations efficiently. In addition, Different Memory 
Bank Approaches are utilized with varying access speeds or 
capacities to efficiently store and access data. This approach 

can be particularly useful when dealing with large datasets 
and complex FIR filter structures [16-17].

The Look-Up Table (LUT) decomposition scheme is used 
to simplify the LUT structures in FIR filters based on the DA 
architecture. However, it may come at the cost of using a few 
extra filters. The trade-off between complexity and resource 
usage is common in DSP design. Over the past few decades, there 
have been efforts to improve the performance and efficiency of 
filters, including those based on DA architecture. Advances in 
filter design, algorithm optimization, and hardware capabilities 
have led to more efficient DSP solutions. These improvements 
help narrow the field of DA architecture as a powerful and 
viable design choice for various filter applications [18-19]. The 
DA architecture is particularly well-suited for FIR filters that are 
based on Decision Feedback Equalizers (DFEs). DFEs are used 
to mitigate ISI (Inter-Symbol Interference) in communication 
systems. The DA architecture can offer an efficient and effective 
way to implement FIR filters within DFEs, contributing to the 
overall performance and reliability of communication systems 
[20]. Hence there is a need to design a novel FIR filter for 
improving the quality of wireless communication applications. 

Kumar et al [21] developed a new architecture for a 2-D block 
FIR filter by using the DA algorithm, which was renowned 
for its effective design of the multiply and accumulate block. 
The DA-LUT has a hardware-based architecture that enables 
the 2-D FIR filter's architecture to be changed. Additionally, 
sharing occurs among DA-LUTs at different levels as a 
result of block processing. In order to simplify the hardware 
complexity of DA-LUT, a common DA-LUT was created for 
block inputs. Additionally, the systolic architectures in the 
suggested design were decreased over the designs that already 
exist thanks to memory overlapping. By separating the internal 
block into parallel and small blocks for higher-order 2-D FIR 
filters, the complexity of DA-LUT was decreased. However, 
building hardware for DSP applications was more challenging, 
and it requires specialized knowledge and resources.
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Amrita Rai [22] proposed a 4-bit FIR filter used in Digital 
Signal Processing (DSP) employing completely adiabatic 
technology (PAL) to decrease all parametric performance and 
power consumption. The designs of a completely adiabatic, 
low-power, high-speed FIR filter to that of CMOS filters were 
compared. Reversible logic was used in the design of the PAL 
FIR filter, and CADENCE digital lab was used to simulate 
and synthesise it for a variety of parameters, including 
changes in supply voltage, load capacitance, and transition 
frequency. This architecture used a logarithmic multiplier 
to lower the hardware needs and adiabatic technology to 
provide low power dissipation. However, achieving low area 
efficiency was more challenging.

Prashanth et al [23] discussed the design of the DA- FIR 
filter system construct, which was built on an architecture 
with tightly coupled co-processor-based data processing 
units. The designed DA-based FIR filter was implemented on 
field programmable gate array (FPGA) using a series of LUT 
accesses to simulate multiply and accumulate processes. 
The proposed filter was implemented using the very high-
speed integrated circuit hardware description language 
(VHDL), and the design is confirmed via simulation. In this 
study, two optimization strategies were discussed, and the 
improvements produced were applied to the LUT layer and 
architecture extractions. The suggested approach provides an 
optimized design in the form of average LUT minimizations, 
populated slice reductions, and gate minimization for 
a discrete impulse response filter. However, combining 
digital and analog components was challenging, since they 
have different design constraints, voltage levels, and noise 
considerations. Hence ensuring seamless integration between 
the two is crucial.

Maamoun et al [24] proposed an effective high-order FIR 
filter structure with simultaneous DSP and LUT decreased 
utilization for FPGA based applications. Also considered was 
the real-time update of the filter coefficients. Both the speed 
and the structure of the FPGA were effectively utilized to 
accomplish these goals. In order to achieve more computation 
sequences, the difference between the needed input sampling 
frequency and the FPGA's permitted maximum frequency 
was handled. Furthermore, the pipelining and selection of 
the input samples make full use of the unique FPGA Look-
up-table Shift-Register (LUT-SR) architecture and internal 
connections. Reconfigurable filter coefficients were handled 
by FPGA Block RAMs (BRAMs), and FPGA DSP slices 
were used to compute the output data of the BRAMs and 
multiplexers. A single unit was employed for simultaneous 
control to synchronize the LUT multiplexer selection with 
the BRAM unit addressing. However, meeting real-time 
processing requirements is more challenging.

Shrivastava et al [25] proposed an efficient architecture 
for the DA algorithm-based two-dimensional (2-D) adaptive 
FIR filter. Practically all DA-based filter topologies demand 
LUT. The structure that creates the LUT value corresponding 
to the input, based on adders and logic gates, replaces the 

RAM- or ROM-based LUT in the proposed filter architecture. 
As a result, in DA-based realization, the MAC unit needs 
fewer logic gates and adders. Additionally, the architecture's 
memory-sharing idea lessens the latency components. 
Furthermore, the parallel division of the internal MAC block 
for the DA decomposition, which provides a greater level of 
flexibility and parallelism in the proposed design, reduces the 
complexity of the LUT hardware of higher-order filters. The 
filter coefficient weights were updated using the 2-D delayed 
Least Mean Square (LMS) algorithm. However, processing 
two- dimensional signals introduces challenges related to 
data handling, such as memory organization and data flow 
management.

Lakshmaiah et al [26] proposed a modified version 
of the delayed μ-law proportionate normalised least mean 
square (DMPNLMS) method. This method is an adapted 
form of the μ-law proportionate normalised least mean square 
(MPNLMS). To minimise the silicon area, the technique was 
implemented through the use of a parallel prefix logarithmic 
adder of the Ladner-Fischer type. VLSI architecture was 
implemented and simulated using MATLAB, the Vivado suite, 
and Cadence RTL and Genus Compiler for complementary 
metal-oxide-semiconductor (CMOS) 90 nm technology 
nodes. The DMPNLMS approach showed increased stability, 
a faster rate of convergence, and a decrease in mean square 
error. However, the proposed LMS algorithm was sensitive to 
input noise and outliers and hence ensuring the filter remains 
robust in noisy environments is more complex.

Khan et al [27] designed an LMS algorithm based on 
the steepest descent technique presented with a potential 
expansion to its power-normalized LMS version and examined 
its convergence features. The design and development of non-
pipelined ADF systems was accomplished by transforming 
the coefficient update equation of the LMS algorithm via TC 
DA and OBC DA. The LUT pre-decomposition approach was 
utilised by the suggested architectures to improve throughput 
performance. It allowed the deconstructed LUTs to be updated 
concurrently using the same mapping approach. Additionally 
included was an effective fixed-point quantization model for 
assessing suggested structures from a practical standpoint. 
However, minimizing power consumption while maximizing 
throughput is a constant challenge.

Murthy et al [28] presented multiple methods for 
designing reconfigurable finite impulse response (RFIR) 
filters. Software-defined radio (SDR) applications were 
appropriate for programmable FIR filter designs based on 
DA. Reusing registers, multipliers, and adders as well as 
optimizing other factors including area, power consumption, 
speed, throughput, latency, and flip-flop and slice hardware 
utilizations were the key contributions of reconfiguration. In 
light of the aforementioned factors, the efficient design of the 
building blocks was optimized for the RFIR filter. However, 
achieving high filter performance, such as sharp roll-off and 
minimal distortion, is challenging, especially when trying to 
optimize for reconfigurability.
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Rammohan et al [29] presented the decimation filter's 
hardware implementation and architecture for use in hearing 
aids. Using Matlab Simulink, the CIC, half band filter, and 
corrector FIR filters were created and tested for real-time 
implementation. When compared to a basic decimation filter, 
the suggested decimation filter architecture uses a compressor 
adder-based DA FIR filter, which reduces the amount of 
hardware needed by 69% and reduces power consumption 
by 83%. FIR filters were used in decimation filters for audio 
applications because they make it simple to establish a linear 
phase. However, in the future, a linear phase across the entire 
band is needed.

Uma et al [30] focused on applying DA based FIR filters 
to remove baseline drift and muscle artifact noise. An area-
efficient modified DA-based FIR filter was used to filter out 
noise and has no LUTs. The modified DA-based FIR filter's 
performance was contrasted with that of the traditional DA 
FIR filter. Baseline Wander noise, Muscle Artefact noises, 
and an arbitrary real-time ECG record are all extracted from 
the MIT-BIH noise stress test database. Signal to Noise Ratio 
(SNR) and Mean Square Error (MSE) output metrics were 
used to assess both filters' performance. The redesigned DA-
based FIR filter yields good output SNR and low MSE for 
baseline wander noise reduction. However, a filter designed 
for a stationary noise model was not as effective in removing 
non-stationary noise components.

Nirmala et al [31] proposed a shared LUT updating system 
for a reconfigurable offset-binary code (OBC) DA-based 
FIR filter. With each additional filter, the LUTs in DA grow 
exponentially larger. A way to lessen this significant memory 
consumption for higher-order filters was a shared LUT-
based DA structure. The shared LUT updating method that 
was being suggested makes use of LUT partitioning, which 
divides coefficients into small length vectors and significantly 
reduces the size of LUTs. CMOS 90 nm technology was 
used to synthesize the suggested DA filter with Synapsis 
ASIC Design Compiler. When compared to prior designs, 
the suggested design delivers high speed at a smaller ADP. 
However, high-speed, low-area OBC-based decimation filters 
were quite complex to design and implement, especially when 
dealing with high-order delta-sigma modulators.

Șorecău et al [32] introduced the SDR measurement 
system for real-time spectrum monitoring. It enabled channel 
power and complementary cumulative distribution function 
measurements. It was validated against a high-performance 
spectrum analyser (SA) in a laboratory setting and successfully 
captured signals from modern communication standards. The 
results demonstrated the SDR system's capability to perform 
real-time measurements and provided valuable insights into 
signal behaviour, highlighting its potential for advanced 
spectrum analysis. However, achieving optimal performance 
across diverse conditions remains a challenge.

Radu et al [33] proposed a system for identifying the 
modulation of complex radio signals using an artificial 
intelligence model integrated with a cloud-based platform. The 

implementation controls a software-defined radio platform to 
generate and receive real modulated signals, demonstrating the 
viability of cloud computing for signal processing tasks. The 
results indicate a high degree of success in identifying certain 
modulation types, allowing users to access the system from 
anywhere with an internet connection. However, a significant 
limitation is the challenge of improving model accuracy under 
varying signal-to-noise ratios.

From the analysis, [21] building hardware for DSP applications 
was more challenging, [22] does not attain low power and 
area efficiency, [23] challenges in combining digital and 
analog components, [24] does not meet real-time processing 
requirements, [25] data handling problem obtained, [26] need 
to ensure the filter in noisy environments, [27] minimizing 
power consumption is a constant challenge, [28] does not 
achieve high filter performance, [29] linear phase over the entire 
band is required, [30] not effective in removing non-stationary 
noise components, and [31] quite complex in high-speed, low-
area OBC-based decimation filters. For [32] it is difficult to 
perform under various circumstances and [33] indicates that 
increasing model accuracy at different signal-to-noise ratios 
is a challenge. Hence, to overcome the aforementioned issues 
and to enhance the performance of DA-FIR filter, a new novel 
approach has to be proposed.

III. FIR FILTERS IN SOFTWARE DEFINED RADIO WIRELESS 
COMMUNICATION SYSTEMS

FIR filters are commonly used in wireless communication 
systems for various purposes, including signal processing 
and noise reduction. These filters are used to shape or modify 
the frequency response of signals to improve communication 
quality. In SDR systems, the Finite Impulse Response filters 
play a crucial role in the channelization process, which 
involves extracting narrowband channels from a wideband 
signal. These FIR filters must be designed to operate at high 
sampling rates and handle large-order filters to meet stringent 
adjacent channel attenuation specifications. The design of 
FIR filters for SDR applications often focuses on achieving 
a balance between reconfigurability, high-speed operation, 
and low power consumption, which are essential for next-
generation wireless communications. Advanced FIR filter 
designs utilize techniques like Distributed Arithmetic and 
Residue Number Systems (RNS) to improve performance. For 
instance, DA-based FIR filters can offer significant area delay 
and energy efficiency improvements, making them suitable for 
high-throughput implementations. Similarly, RNS-based FIR 
channel filters can be reconfigured to adapt to various channel 
filtering specifications, providing speed improvements and 
complexity reduction compared to traditional methods. These 
innovations in FIR filter design contribute to the versatility and 
efficiency of SDR systems, enabling them to support multi-
standard wireless communication protocols.
A. Problem Statement and Motivation for the Research
In a traditional FIR filter design, the filter coefficients are 
multiplied with delayed versions of the input signal, and 
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crucial for SDR systems, along with robust DSP resources 
that efficiently handle complex DA operations without 
relying on traditional multipliers, thus eliminating common 
bottlenecks. Its optimized power efficiency reduces energy 
consumption, making it ideal for energy-sensitive 
applications. Additionally, the Artix-7's high memory 
bandwidth and extensive LUT resources enhance processing 
speed and conserve resources, supporting the filter's high-
performance demands. Notably, the filter's output frequency 
response can be dynamically adjusted through a decimation 
factor, all while keeping the filter coefficients unchanged. A 
highly adaptive parallel prefix adder is used to lower the 
worst-case critical route latency of partial product 
accumulation. FIR filters reduce the amount of LUTs, 
thereby conserving memory and processing time. To boost 
performance while cutting down on processing time, this 
study also suggests limiting the number of coefficients read 
in parallel for FIR filter operations.  

In this proposed design, DA optimizes multiply-
and-accumulate (MAC) operations in the FIR filters where 
instead of directly multiplying filter coefficients with input 
samples, it precomputes partial products and stores them in 
memory (LUTs or RAMs). During filter operation, it 
efficiently combines these precomputed values to compute 
the final output thereby significantly reducing the need for 
multipliers, which are resource-intensive in FPGA 
implementations. Traditional FIR filters rely on multipliers 
and adders to compute the convolution of input samples 
with filter coefficients but the LUT-based FIR filters used in 
this proposed approach replace multipliers with 
precomputed LUT entries, which store the results of 
coefficient multiplication thereby avoiding expensive 
multiplication operations and achieving area and power 
savings. The decimation factor used in this design 
dynamically adjusts the output frequency response of the 
filter and hence, if the original filter operates at a higher 
sample rate, decimation reduces it to match the desired 
output rate. The parallel prefix adder efficiently computes 
the sum of partial products and limits the number of 
coefficients read in parallel during filter operations. By 
distributing the addition process across multiple stages, this 
PPA carefully manages the parallelism and reduces critical 
path delays thereby striking a balance between throughput 
and resource utilization and improving performance. 

The combination of these technical innovations, 
including the use of Distributed Arithmetic, dynamic 
decimation factor, parallel prefix adder, reduced LUT 
utilization, and coefficient parallelization optimization, 
collectively improve the efficiency and performance of FIR 
filters in the proposed DA-LUT-FIR approach. These 
enhancements enable more efficient and high-performance 
FIR filtering solutions, particularly for applications where 
resource constraints and real-time processing requirements 
are critical, such as in SDR systems. 

a. Block Level Diagram of the proposed FIR Filter 
Figure 1 depicts the overall block-level diagram for the 
proposed approach. The architecture of a proposed DA-
LUT-based FIR filter typically involves several key 
components and stages. The filter receives input data, which 
is the signal to be filtered and it is typically in the form of 
discrete samples. 

 
Figure 1: Proposed Block Level Diagram 

 
The FIR filter uses a set of filter coefficients (taps) that 

determine the filter's behavior. These coefficients are 
usually constants and define the filter's impulse response. 
The core of the DA-LUT-based FIR architecture is the use 
of Look-Up Tables (LUTs), which store precomputed values 
i.e., the result of multiplying each possible input value by 
each filter coefficient. The number of LUTs is typically 
minimized for efficiency. A multiplexer is used to select the 
appropriate LUT entry based on the current input data value 
and it effectively "looks up" the precomputed result for the 
current data value and coefficient. Instead of using 
traditional multipliers, the DA-LUT-based FIR filter uses 
multiplier-less multiplication.  

The selected LUT entry is treated as a partial product 
and then the accumulator sums up the partial products 
obtained from the multiplier less multiplication. This 
accumulation process continues for multiple data samples, 
producing the filtered output. The final output of the filter is 
the result of the accumulation process and it represents the 
filtered version of the input signal. Depending on the 
proposed design and application, a decimation stage is 
added to reduce the output data rate, and is often used in 
cases where the filter output does not need to retain all the 
input data points. To enhance performance and throughput, 
the architecture incorporates parallel processing, which 
involves the processing of multiple data points and 
coefficients simultaneously, further improving filter speed. 
The architecture is highly customizable, allowing for 
adjustments such as filter length, word length, and the 
number of LUT entries to be tailored to specific application 
requirements. The number of LUTs required for a DA-LUT-
FIR filter scales with the filter length, particularly if all 
coefficient multiplications are independently handled. 
Overall, the DA-LUT-based FIR architecture is designed to 
efficiently perform filtering operations by utilizing 
precomputed values stored in LUTs and minimizing the 
need for traditional multiplication hardware. This results in 
an efficient and hardware-friendly FIR filter suitable for 
SDR applications. 

C. DA-LUT-FIR filter Formulation 
Typically, DA is a well-known FIR filter method, 

which focuses especially on the computation of the sum of 
products, often known as the vector dot product that 
includes several crucial DSP filtering and frequency-shifting 
operations prompted by the possibilities of the Artix-7 
FPGA look-up table architecture. To determine the total 
number of products needed for FIR filters, DA effectively 
uses LUTs, shifters, and adders. The DA-LUT-FIR filter 
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To address the limitations of traditional multiplier-based 
FIR filters, a new innovative approach called Distributed 
Arithmetic (DA) with Look Up Table-based FIR filter  
(DA-LUT-FIR) is proposed, in which enhanced efficiency 
of FIR filters is typically achieved by optimizing the 
computational components of the filter, such as the multipliers 
and adders thereby significantly speeding up the filter's 
operation. This study utilizes an Artix-7 FPGA to implement 
and test an optimized FIR filter design. The Artix-7 FPGA 
provides high throughput and low latency, crucial for SDR 
systems, along with robust DSP resources that efficiently 
handle complex DA operations without relying on traditional 
multipliers, thus eliminating common bottlenecks. Its 
optimized power efficiency reduces energy consumption, 
making it ideal for energy-sensitive applications. Additionally, 
the Artix-7's high memory bandwidth and extensive LUT 
resources enhance processing speed and conserve resources, 
supporting the filter's high- performance demands. Notably, 
the filter's output frequency response can be dynamically 
adjusted through a decimation factor, all while keeping the 
filter coefficients unchanged. A highly adaptive parallel prefix 
adder is used to lower the worst-case critical route latency of 
partial product accumulation. FIR filters reduce the amount of 
LUTs, thereby conserving memory and processing time. To 
boost performance while cutting down on processing time, 
this study also suggests limiting the number of coefficients 
read in parallel for FIR filter operations.

In this proposed design, DA optimizes multiply-and-
accumulate (MAC) operations in the FIR filters where instead 
of directly multiplying filter coefficients with input samples, 
it precomputes partial products and stores them in memory 
(LUTs or RAMs). During filter operation, it efficiently 
combines these precomputed values to compute the final output 
thereby significantly reducing the need for multipliers, which 
are resource-intensive in FPGA implementations. Traditional 
FIR filters rely on multipliers and adders to compute the 
convolution of input samples with filter coefficients but 
the LUT-based FIR filters used in this proposed approach 

replace multipliers with precomputed LUT entries, which 
store the results of coefficient multiplication thereby avoiding 
expensive multiplication operations and achieving area and 
power savings. The decimation factor used in this design 
dynamically adjusts the output frequency response of the filter 
and hence, if the original filter operates at a higher sample 
rate, decimation reduces it to match the desired output rate. 
The parallel prefix adder efficiently computes the sum of 
partial products and limits the number of coefficients read in 
parallel during filter operations. By distributing the addition 
process across multiple stages, this PPA carefully manages the 
parallelism and reduces critical path delays thereby striking 
a balance between throughput and resource utilization and 
improving performance.

The combination of these technical innovations, including 
the use of Distributed Arithmetic, dynamic decimation factor, 
parallel prefix adder, reduced LUT utilization, and coefficient 
parallelization optimization, collectively improve the efficien-
cy and performance of FIR filters in the proposed DA-LUT-
FIR approach. These enhancements enable more efficient and 
high-performance FIR filtering solutions, particularly for ap-
plications where resource constraints and real-time processing 
requirements are critical, such as in SDR systems.
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LUT-based FIR filter typically involves several key 
components and stages. The filter receives input data, which 
is the signal to be filtered and it is typically in the form of 
discrete samples. 

 
Figure 1: Proposed Block Level Diagram 

 
The FIR filter uses a set of filter coefficients (taps) that 

determine the filter's behavior. These coefficients are 
usually constants and define the filter's impulse response. 
The core of the DA-LUT-based FIR architecture is the use 
of Look-Up Tables (LUTs), which store precomputed values 
i.e., the result of multiplying each possible input value by 
each filter coefficient. The number of LUTs is typically 
minimized for efficiency. A multiplexer is used to select the 
appropriate LUT entry based on the current input data value 
and it effectively "looks up" the precomputed result for the 
current data value and coefficient. Instead of using 
traditional multipliers, the DA-LUT-based FIR filter uses 
multiplier-less multiplication.  

The selected LUT entry is treated as a partial product 
and then the accumulator sums up the partial products 
obtained from the multiplier less multiplication. This 
accumulation process continues for multiple data samples, 
producing the filtered output. The final output of the filter is 
the result of the accumulation process and it represents the 
filtered version of the input signal. Depending on the 
proposed design and application, a decimation stage is 
added to reduce the output data rate, and is often used in 
cases where the filter output does not need to retain all the 
input data points. To enhance performance and throughput, 
the architecture incorporates parallel processing, which 
involves the processing of multiple data points and 
coefficients simultaneously, further improving filter speed. 
The architecture is highly customizable, allowing for 
adjustments such as filter length, word length, and the 
number of LUT entries to be tailored to specific application 
requirements. The number of LUTs required for a DA-LUT-
FIR filter scales with the filter length, particularly if all 
coefficient multiplications are independently handled. 
Overall, the DA-LUT-based FIR architecture is designed to 
efficiently perform filtering operations by utilizing 
precomputed values stored in LUTs and minimizing the 
need for traditional multiplication hardware. This results in 
an efficient and hardware-friendly FIR filter suitable for 
SDR applications. 

C. DA-LUT-FIR filter Formulation 
Typically, DA is a well-known FIR filter method, 

which focuses especially on the computation of the sum of 
products, often known as the vector dot product that 
includes several crucial DSP filtering and frequency-shifting 
operations prompted by the possibilities of the Artix-7 
FPGA look-up table architecture. To determine the total 
number of products needed for FIR filters, DA effectively 
uses LUTs, shifters, and adders. The DA-LUT-FIR filter 

 

the results are summed to produce the filtered output. This 
operation requires multipliers, delay elements, and adders. 
Multiplier-based FIR filters typically require dedicated 
hardware multipliers, which is expensive in terms of 
both space and energy consumption. This is a significant 
drawback, particularly in applications where hardware 
resources are constrained. The use of dedicated multipliers 
leads to slower calculation speeds, especially for high-
speed signal processing. Multipliers tend to be relatively 
slow compared to other operations, which limits the 
filter's performance in applications that require real-time 
processing. Due to their hardware-intensive nature and slow 
speed potential, traditional multiplier-based FIR filters suffer 
from low throughput and high latency. This is problematic in 
applications where the timely processing of signals is crucial. 
Hence, a novel FIR filter design that mitigates these issues is 
imperative for enhancing the efficiency and responsiveness 
of SDR systems.

B. Proposed Design of Novel FIR Filter for an Effective SDR 
System
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Formulation for analysis is discussed in further sections 
below. 

a. Distributed Arithmetic (DA) Computation 
When the coefficients of the FIR filter are known, 

the DA resolves the computation of the internal product, and 
the output of an FIR filter is given by the convolution sum 
in equation (1):   

𝑌𝑌[𝑛𝑛] = ∑ ℎ[𝑘𝑘]𝑥𝑥[𝑛𝑛 − 𝑘𝑘]               (1)
𝐾𝐾−1

𝑘𝑘=0
 

                                            
Where, 

 Y[n] is the output signal at time n 
 h[k] are the filter coefficients 
 x[n−k] is the input signal at time n−k 
 K is the number of filter coefficients 

(filter length) 
DA shifts the computation from the traditional 

method of directly calculating the product of the input signal 
and filter coefficients to a method that relies on bit-level 
manipulations. This is especially efficient in FPGAs where 
LUTs can store precomputed values. The step-by-step DA 
process is given in the following equations. 

Decompose the input data x[n−k] into its binary 
representation. For simplicity, each input sample is 
represented by B bits as given in equation (2): 

𝑥𝑥[𝑛𝑛 − 𝑘𝑘] = ∑𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘]                    (2)
𝐵𝐵−1

𝑏𝑏=0
 

Here, xb[n−k] represents the bth bit of the 
input sample x[n−k]. 

Then precompute all possible values of the partial 
products ℎ[𝑘𝑘] ⋅ 𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘] for each bit position and store 
them in LUTs. This reduces the real-time computation to 
simple LUT lookups and bit-shifting operations. The 
precomputed partial products for each bit position are 
accumulated across all filter taps which is given in equation 
(3): 

𝑌𝑌 = ∑∑ℎ[𝑘𝑘]. 𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘]
𝐵𝐵−1

𝑏𝑏=0
. 2𝑏𝑏       (3)

𝐾𝐾−1

𝑘𝑘=0

 

This step involves shifting the precomputed values 
according to their bit positions and summing them up using 
adders. Finally, the DA-based FIR filter output is 
represented by equation (4) as given below: 

𝑌𝑌 = ∑ℎ[𝑘𝑘]. 𝑥𝑥′[𝑘𝑘]              (4)
𝐾𝐾−1

𝑘𝑘=0
 

Here, x′[k] is a function of the bit-level decomposition of 
the input data x[n−k]. 
 Moreover, in the context of FIR filters, particularly 
with the proposed DA-LUT-FIR approach, representing 
input data using a two's complement B-bit binary format is 
crucial. This representation accommodates both positive and 
negative values and provides a precision level determined 

by the number of bits B. The formulation of this 
representation is provided in the below section. 

b. Distributed Arithmetic (DA) for FIR Filters with Two's 
Complement Representation 

In the proposed DA-LUT-FIR filter, the input data x[k] 
is represented using a two's complement BBB-bit binary 
representation, allowing for an accurate representation of 
both positive and negative values. The two's complement 
representation of x[k] is crucial for handling negative 
numbers in FIR filter calculations which is given in equation 
(5); 

𝑥𝑥′[𝑘𝑘] = −2𝐵𝐵𝑋𝑋𝐵𝐵[𝑘𝑘] + ∑𝑥𝑥𝑏𝑏[𝑘𝑘] ⋅ 2𝑏𝑏                    (5)
𝐵𝐵−1

𝑏𝑏=0
 

                         
Where, 𝑥𝑥𝑏𝑏[𝑘𝑘] is 𝑏𝑏𝑡𝑡ℎ bit of 𝑥𝑥[𝑘𝑘], 𝑋𝑋𝐵𝐵[𝑘𝑘] ∈ {0,1}. 

Substituting equation (5) in equation (4), 

𝑌𝑌 = ∑ ℎ[𝑘𝑘] (−2𝐵𝐵𝑋𝑋𝐵𝐵[𝑘𝑘] + ∑ 𝑥𝑥𝑏𝑏[𝑘𝑘] ⋅ 2𝑏𝑏𝐵𝐵−1
𝑏𝑏=0 )

𝐾𝐾−1

𝑘𝑘=0
                                     

      = −2𝐵𝐵∑ ℎ[𝑘𝑘]𝑋𝑋𝐵𝐵[𝑘𝑘] +∑ 2𝑏𝑏 ∑ ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘]𝐾𝐾−1
𝑘𝑘=0

𝐵𝐵−1
𝑏𝑏=0

𝐾𝐾−1

𝑘𝑘=0
                                   

     Y = −2𝐵𝐵𝑓𝑓(ℎ[𝑘𝑘]. 𝑋𝑋𝐵𝐵[𝑘𝑘]) + ∑ 2𝑏𝑏𝑓𝑓(ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘])𝐵𝐵−1
𝑏𝑏=0                                 (6)

 

The final output of the FIR filter with two’s complement 
representation is given in equation (6); Thus, from equation 
(6), the simplified input data of B-Bit binary data is given 
below in equation (7): 

𝑓𝑓(ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘]) = ∑ ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘]            (7)
𝐾𝐾−1

𝑘𝑘=0
 

Therefore, the filter coefficient is further stored at LUT 
and it is addressed by 𝑋𝑋𝑏𝑏[𝑘𝑘]. This reduces entry and 
summation with LUT of the MAC blocks of FIR filters. The 
digital filters are made with the use of registers, memory 
resources, and a scale accumulator to perform this 
arithmetic. One of the key features of the proposed 
implementation is the use of a small number of LUTs which 
is discussed in the following section. 

c. Minimizing the LUT size 
This proposed approach suggests that the design 

optimizes the LUTs' usage, potentially by reusing or sharing 
LUT resources for multiple coefficients to minimize the 
LUT size while maintaining accuracy. Reducing the number 
of LUTs leads to savings of hardware resources and power 
consumption. To execute FIR filter operations efficiently, 
the proposed approach allows parallel access to multiple 
coefficients in LUTs. This means that multiple coefficients 
are accessed simultaneously to perform filter calculations. 
Parallelism in coefficient access leads to a significant 
reduction in the processing delay and also enhances the 
filter's throughput, making it suitable for real-time 
applications. By minimizing the number of LUTs and 
enabling parallel access to coefficients, the filter processes 
the data with lower latency, which is essential for real-time 
processing.  

d. Decimation and Parallel Prefix Adder 
Additionally, the frequency response of the filter output 

is dynamically altered using the decimation factor. 
Decimation is a process in DSP where the sampling rate of a 
signal is reduced. By changing the decimation factor, the 
effective bandwidth and characteristics of the filter output 
are adjusted without modifying the filter coefficients. It's 

crucial for SDR systems, along with robust DSP resources 
that efficiently handle complex DA operations without 
relying on traditional multipliers, thus eliminating common 
bottlenecks. Its optimized power efficiency reduces energy 
consumption, making it ideal for energy-sensitive 
applications. Additionally, the Artix-7's high memory 
bandwidth and extensive LUT resources enhance processing 
speed and conserve resources, supporting the filter's high-
performance demands. Notably, the filter's output frequency 
response can be dynamically adjusted through a decimation 
factor, all while keeping the filter coefficients unchanged. A 
highly adaptive parallel prefix adder is used to lower the 
worst-case critical route latency of partial product 
accumulation. FIR filters reduce the amount of LUTs, 
thereby conserving memory and processing time. To boost 
performance while cutting down on processing time, this 
study also suggests limiting the number of coefficients read 
in parallel for FIR filter operations.  

In this proposed design, DA optimizes multiply-
and-accumulate (MAC) operations in the FIR filters where 
instead of directly multiplying filter coefficients with input 
samples, it precomputes partial products and stores them in 
memory (LUTs or RAMs). During filter operation, it 
efficiently combines these precomputed values to compute 
the final output thereby significantly reducing the need for 
multipliers, which are resource-intensive in FPGA 
implementations. Traditional FIR filters rely on multipliers 
and adders to compute the convolution of input samples 
with filter coefficients but the LUT-based FIR filters used in 
this proposed approach replace multipliers with 
precomputed LUT entries, which store the results of 
coefficient multiplication thereby avoiding expensive 
multiplication operations and achieving area and power 
savings. The decimation factor used in this design 
dynamically adjusts the output frequency response of the 
filter and hence, if the original filter operates at a higher 
sample rate, decimation reduces it to match the desired 
output rate. The parallel prefix adder efficiently computes 
the sum of partial products and limits the number of 
coefficients read in parallel during filter operations. By 
distributing the addition process across multiple stages, this 
PPA carefully manages the parallelism and reduces critical 
path delays thereby striking a balance between throughput 
and resource utilization and improving performance. 

The combination of these technical innovations, 
including the use of Distributed Arithmetic, dynamic 
decimation factor, parallel prefix adder, reduced LUT 
utilization, and coefficient parallelization optimization, 
collectively improve the efficiency and performance of FIR 
filters in the proposed DA-LUT-FIR approach. These 
enhancements enable more efficient and high-performance 
FIR filtering solutions, particularly for applications where 
resource constraints and real-time processing requirements 
are critical, such as in SDR systems. 

a. Block Level Diagram of the proposed FIR Filter 
Figure 1 depicts the overall block-level diagram for the 
proposed approach. The architecture of a proposed DA-
LUT-based FIR filter typically involves several key 
components and stages. The filter receives input data, which 
is the signal to be filtered and it is typically in the form of 
discrete samples. 

 
Figure 1: Proposed Block Level Diagram 

 
The FIR filter uses a set of filter coefficients (taps) that 

determine the filter's behavior. These coefficients are 
usually constants and define the filter's impulse response. 
The core of the DA-LUT-based FIR architecture is the use 
of Look-Up Tables (LUTs), which store precomputed values 
i.e., the result of multiplying each possible input value by 
each filter coefficient. The number of LUTs is typically 
minimized for efficiency. A multiplexer is used to select the 
appropriate LUT entry based on the current input data value 
and it effectively "looks up" the precomputed result for the 
current data value and coefficient. Instead of using 
traditional multipliers, the DA-LUT-based FIR filter uses 
multiplier-less multiplication.  

The selected LUT entry is treated as a partial product 
and then the accumulator sums up the partial products 
obtained from the multiplier less multiplication. This 
accumulation process continues for multiple data samples, 
producing the filtered output. The final output of the filter is 
the result of the accumulation process and it represents the 
filtered version of the input signal. Depending on the 
proposed design and application, a decimation stage is 
added to reduce the output data rate, and is often used in 
cases where the filter output does not need to retain all the 
input data points. To enhance performance and throughput, 
the architecture incorporates parallel processing, which 
involves the processing of multiple data points and 
coefficients simultaneously, further improving filter speed. 
The architecture is highly customizable, allowing for 
adjustments such as filter length, word length, and the 
number of LUT entries to be tailored to specific application 
requirements. The number of LUTs required for a DA-LUT-
FIR filter scales with the filter length, particularly if all 
coefficient multiplications are independently handled. 
Overall, the DA-LUT-based FIR architecture is designed to 
efficiently perform filtering operations by utilizing 
precomputed values stored in LUTs and minimizing the 
need for traditional multiplication hardware. This results in 
an efficient and hardware-friendly FIR filter suitable for 
SDR applications. 

C. DA-LUT-FIR filter Formulation 
Typically, DA is a well-known FIR filter method, 

which focuses especially on the computation of the sum of 
products, often known as the vector dot product that 
includes several crucial DSP filtering and frequency-shifting 
operations prompted by the possibilities of the Artix-7 
FPGA look-up table architecture. To determine the total 
number of products needed for FIR filters, DA effectively 
uses LUTs, shifters, and adders. The DA-LUT-FIR filter 

 

The architecture is highly customizable, allowing for 
adjustments such as filter length, word length, and the number of 
LUT entries to be tailored to specific application requirements. 
The number of LUTs required for a DA-LUT- FIR filter 
scales with the filter length, particularly if all coefficient 
multiplications are independently handled. Overall, the DA-
LUT-based FIR architecture is designed to efficiently perform 
filtering operations by utilizing precomputed values stored in 
LUTs and minimizing the need for traditional multiplication 
hardware. This results in an efficient and hardware-friendly 
FIR filter suitable for SDR applications.
C. DA-LUT-FIR filter Formulation

Typically, DA is a well-known FIR filter method, which 
focuses especially on the computation of the sum of products, 
often known as the vector dot product that includes several 
crucial DSP filtering and frequency-shifting operations 
prompted by the possibilities of the Artix-7 FPGA look-up 
table architecture. To determine the total number of products 
needed for FIR filters, DA effectively uses LUTs, shifters, and 
adders. The DA-LUT-FIR filter Formulation for analysis is 
discussed in further sections below.

a. Distributed Arithmetic (DA) Computation
When the coefficients of the FIR filter are known, the 

DA resolves the computation of the internal product, and the 
output of an FIR filter is given by the convolution sum in 
equation (1):

Formulation for analysis is discussed in further sections 
below. 

a. Distributed Arithmetic (DA) Computation 
When the coefficients of the FIR filter are known, 

the DA resolves the computation of the internal product, and 
the output of an FIR filter is given by the convolution sum 
in equation (1):   

𝑌𝑌[𝑛𝑛] = ∑ ℎ[𝑘𝑘]𝑥𝑥[𝑛𝑛 − 𝑘𝑘]               (1)
𝐾𝐾−1

𝑘𝑘=0
 

                                            
Where, 

 Y[n] is the output signal at time n 
 h[k] are the filter coefficients 
 x[n−k] is the input signal at time n−k 
 K is the number of filter coefficients 

(filter length) 
DA shifts the computation from the traditional 

method of directly calculating the product of the input signal 
and filter coefficients to a method that relies on bit-level 
manipulations. This is especially efficient in FPGAs where 
LUTs can store precomputed values. The step-by-step DA 
process is given in the following equations. 

Decompose the input data x[n−k] into its binary 
representation. For simplicity, each input sample is 
represented by B bits as given in equation (2): 

𝑥𝑥[𝑛𝑛 − 𝑘𝑘] = ∑𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘]                    (2)
𝐵𝐵−1

𝑏𝑏=0
 

Here, xb[n−k] represents the bth bit of the 
input sample x[n−k]. 

Then precompute all possible values of the partial 
products ℎ[𝑘𝑘] ⋅ 𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘] for each bit position and store 
them in LUTs. This reduces the real-time computation to 
simple LUT lookups and bit-shifting operations. The 
precomputed partial products for each bit position are 
accumulated across all filter taps which is given in equation 
(3): 

𝑌𝑌 = ∑∑ℎ[𝑘𝑘]. 𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘]
𝐵𝐵−1

𝑏𝑏=0
. 2𝑏𝑏       (3)

𝐾𝐾−1

𝑘𝑘=0

 

This step involves shifting the precomputed values 
according to their bit positions and summing them up using 
adders. Finally, the DA-based FIR filter output is 
represented by equation (4) as given below: 

𝑌𝑌 = ∑ℎ[𝑘𝑘]. 𝑥𝑥′[𝑘𝑘]              (4)
𝐾𝐾−1

𝑘𝑘=0
 

Here, x′[k] is a function of the bit-level decomposition of 
the input data x[n−k]. 
 Moreover, in the context of FIR filters, particularly 
with the proposed DA-LUT-FIR approach, representing 
input data using a two's complement B-bit binary format is 
crucial. This representation accommodates both positive and 
negative values and provides a precision level determined 

by the number of bits B. The formulation of this 
representation is provided in the below section. 

b. Distributed Arithmetic (DA) for FIR Filters with Two's 
Complement Representation 

In the proposed DA-LUT-FIR filter, the input data x[k] 
is represented using a two's complement BBB-bit binary 
representation, allowing for an accurate representation of 
both positive and negative values. The two's complement 
representation of x[k] is crucial for handling negative 
numbers in FIR filter calculations which is given in equation 
(5); 

𝑥𝑥′[𝑘𝑘] = −2𝐵𝐵𝑋𝑋𝐵𝐵[𝑘𝑘] + ∑𝑥𝑥𝑏𝑏[𝑘𝑘] ⋅ 2𝑏𝑏                    (5)
𝐵𝐵−1

𝑏𝑏=0
 

                         
Where, 𝑥𝑥𝑏𝑏[𝑘𝑘] is 𝑏𝑏𝑡𝑡ℎ bit of 𝑥𝑥[𝑘𝑘], 𝑋𝑋𝐵𝐵[𝑘𝑘] ∈ {0,1}. 

Substituting equation (5) in equation (4), 

𝑌𝑌 = ∑ ℎ[𝑘𝑘] (−2𝐵𝐵𝑋𝑋𝐵𝐵[𝑘𝑘] + ∑ 𝑥𝑥𝑏𝑏[𝑘𝑘] ⋅ 2𝑏𝑏𝐵𝐵−1
𝑏𝑏=0 )

𝐾𝐾−1

𝑘𝑘=0
                                     

      = −2𝐵𝐵∑ ℎ[𝑘𝑘]𝑋𝑋𝐵𝐵[𝑘𝑘] +∑ 2𝑏𝑏 ∑ ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘]𝐾𝐾−1
𝑘𝑘=0

𝐵𝐵−1
𝑏𝑏=0

𝐾𝐾−1

𝑘𝑘=0
                                   

     Y = −2𝐵𝐵𝑓𝑓(ℎ[𝑘𝑘]. 𝑋𝑋𝐵𝐵[𝑘𝑘]) + ∑ 2𝑏𝑏𝑓𝑓(ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘])𝐵𝐵−1
𝑏𝑏=0                                 (6)

 

The final output of the FIR filter with two’s complement 
representation is given in equation (6); Thus, from equation 
(6), the simplified input data of B-Bit binary data is given 
below in equation (7): 

𝑓𝑓(ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘]) = ∑ ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘]            (7)
𝐾𝐾−1

𝑘𝑘=0
 

Therefore, the filter coefficient is further stored at LUT 
and it is addressed by 𝑋𝑋𝑏𝑏[𝑘𝑘]. This reduces entry and 
summation with LUT of the MAC blocks of FIR filters. The 
digital filters are made with the use of registers, memory 
resources, and a scale accumulator to perform this 
arithmetic. One of the key features of the proposed 
implementation is the use of a small number of LUTs which 
is discussed in the following section. 

c. Minimizing the LUT size 
This proposed approach suggests that the design 

optimizes the LUTs' usage, potentially by reusing or sharing 
LUT resources for multiple coefficients to minimize the 
LUT size while maintaining accuracy. Reducing the number 
of LUTs leads to savings of hardware resources and power 
consumption. To execute FIR filter operations efficiently, 
the proposed approach allows parallel access to multiple 
coefficients in LUTs. This means that multiple coefficients 
are accessed simultaneously to perform filter calculations. 
Parallelism in coefficient access leads to a significant 
reduction in the processing delay and also enhances the 
filter's throughput, making it suitable for real-time 
applications. By minimizing the number of LUTs and 
enabling parallel access to coefficients, the filter processes 
the data with lower latency, which is essential for real-time 
processing.  

d. Decimation and Parallel Prefix Adder 
Additionally, the frequency response of the filter output 

is dynamically altered using the decimation factor. 
Decimation is a process in DSP where the sampling rate of a 
signal is reduced. By changing the decimation factor, the 
effective bandwidth and characteristics of the filter output 
are adjusted without modifying the filter coefficients. It's 

Formulation for analysis is discussed in further sections 
below. 

a. Distributed Arithmetic (DA) Computation 
When the coefficients of the FIR filter are known, 

the DA resolves the computation of the internal product, and 
the output of an FIR filter is given by the convolution sum 
in equation (1):   

𝑌𝑌[𝑛𝑛] = ∑ ℎ[𝑘𝑘]𝑥𝑥[𝑛𝑛 − 𝑘𝑘]               (1)
𝐾𝐾−1

𝑘𝑘=0
 

                                            
Where, 

 Y[n] is the output signal at time n 
 h[k] are the filter coefficients 
 x[n−k] is the input signal at time n−k 
 K is the number of filter coefficients 

(filter length) 
DA shifts the computation from the traditional 

method of directly calculating the product of the input signal 
and filter coefficients to a method that relies on bit-level 
manipulations. This is especially efficient in FPGAs where 
LUTs can store precomputed values. The step-by-step DA 
process is given in the following equations. 

Decompose the input data x[n−k] into its binary 
representation. For simplicity, each input sample is 
represented by B bits as given in equation (2): 

𝑥𝑥[𝑛𝑛 − 𝑘𝑘] = ∑𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘]                    (2)
𝐵𝐵−1

𝑏𝑏=0
 

Here, xb[n−k] represents the bth bit of the 
input sample x[n−k]. 

Then precompute all possible values of the partial 
products ℎ[𝑘𝑘] ⋅ 𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘] for each bit position and store 
them in LUTs. This reduces the real-time computation to 
simple LUT lookups and bit-shifting operations. The 
precomputed partial products for each bit position are 
accumulated across all filter taps which is given in equation 
(3): 

𝑌𝑌 = ∑∑ℎ[𝑘𝑘]. 𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘]
𝐵𝐵−1

𝑏𝑏=0
. 2𝑏𝑏       (3)

𝐾𝐾−1

𝑘𝑘=0

 

This step involves shifting the precomputed values 
according to their bit positions and summing them up using 
adders. Finally, the DA-based FIR filter output is 
represented by equation (4) as given below: 

𝑌𝑌 = ∑ℎ[𝑘𝑘]. 𝑥𝑥′[𝑘𝑘]              (4)
𝐾𝐾−1

𝑘𝑘=0
 

Here, x′[k] is a function of the bit-level decomposition of 
the input data x[n−k]. 
 Moreover, in the context of FIR filters, particularly 
with the proposed DA-LUT-FIR approach, representing 
input data using a two's complement B-bit binary format is 
crucial. This representation accommodates both positive and 
negative values and provides a precision level determined 

by the number of bits B. The formulation of this 
representation is provided in the below section. 

b. Distributed Arithmetic (DA) for FIR Filters with Two's 
Complement Representation 

In the proposed DA-LUT-FIR filter, the input data x[k] 
is represented using a two's complement BBB-bit binary 
representation, allowing for an accurate representation of 
both positive and negative values. The two's complement 
representation of x[k] is crucial for handling negative 
numbers in FIR filter calculations which is given in equation 
(5); 

𝑥𝑥′[𝑘𝑘] = −2𝐵𝐵𝑋𝑋𝐵𝐵[𝑘𝑘] + ∑𝑥𝑥𝑏𝑏[𝑘𝑘] ⋅ 2𝑏𝑏                    (5)
𝐵𝐵−1

𝑏𝑏=0
 

                         
Where, 𝑥𝑥𝑏𝑏[𝑘𝑘] is 𝑏𝑏𝑡𝑡ℎ bit of 𝑥𝑥[𝑘𝑘], 𝑋𝑋𝐵𝐵[𝑘𝑘] ∈ {0,1}. 

Substituting equation (5) in equation (4), 

𝑌𝑌 = ∑ ℎ[𝑘𝑘] (−2𝐵𝐵𝑋𝑋𝐵𝐵[𝑘𝑘] + ∑ 𝑥𝑥𝑏𝑏[𝑘𝑘] ⋅ 2𝑏𝑏𝐵𝐵−1
𝑏𝑏=0 )

𝐾𝐾−1

𝑘𝑘=0
                                     

      = −2𝐵𝐵∑ ℎ[𝑘𝑘]𝑋𝑋𝐵𝐵[𝑘𝑘] +∑ 2𝑏𝑏 ∑ ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘]𝐾𝐾−1
𝑘𝑘=0

𝐵𝐵−1
𝑏𝑏=0

𝐾𝐾−1

𝑘𝑘=0
                                   

     Y = −2𝐵𝐵𝑓𝑓(ℎ[𝑘𝑘]. 𝑋𝑋𝐵𝐵[𝑘𝑘]) + ∑ 2𝑏𝑏𝑓𝑓(ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘])𝐵𝐵−1
𝑏𝑏=0                                 (6)

 

The final output of the FIR filter with two’s complement 
representation is given in equation (6); Thus, from equation 
(6), the simplified input data of B-Bit binary data is given 
below in equation (7): 

𝑓𝑓(ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘]) = ∑ ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘]            (7)
𝐾𝐾−1

𝑘𝑘=0
 

Therefore, the filter coefficient is further stored at LUT 
and it is addressed by 𝑋𝑋𝑏𝑏[𝑘𝑘]. This reduces entry and 
summation with LUT of the MAC blocks of FIR filters. The 
digital filters are made with the use of registers, memory 
resources, and a scale accumulator to perform this 
arithmetic. One of the key features of the proposed 
implementation is the use of a small number of LUTs which 
is discussed in the following section. 

c. Minimizing the LUT size 
This proposed approach suggests that the design 

optimizes the LUTs' usage, potentially by reusing or sharing 
LUT resources for multiple coefficients to minimize the 
LUT size while maintaining accuracy. Reducing the number 
of LUTs leads to savings of hardware resources and power 
consumption. To execute FIR filter operations efficiently, 
the proposed approach allows parallel access to multiple 
coefficients in LUTs. This means that multiple coefficients 
are accessed simultaneously to perform filter calculations. 
Parallelism in coefficient access leads to a significant 
reduction in the processing delay and also enhances the 
filter's throughput, making it suitable for real-time 
applications. By minimizing the number of LUTs and 
enabling parallel access to coefficients, the filter processes 
the data with lower latency, which is essential for real-time 
processing.  

d. Decimation and Parallel Prefix Adder 
Additionally, the frequency response of the filter output 

is dynamically altered using the decimation factor. 
Decimation is a process in DSP where the sampling rate of a 
signal is reduced. By changing the decimation factor, the 
effective bandwidth and characteristics of the filter output 
are adjusted without modifying the filter coefficients. It's 

Formulation for analysis is discussed in further sections 
below. 

a. Distributed Arithmetic (DA) Computation 
When the coefficients of the FIR filter are known, 

the DA resolves the computation of the internal product, and 
the output of an FIR filter is given by the convolution sum 
in equation (1):   

𝑌𝑌[𝑛𝑛] = ∑ ℎ[𝑘𝑘]𝑥𝑥[𝑛𝑛 − 𝑘𝑘]               (1)
𝐾𝐾−1

𝑘𝑘=0
 

                                            
Where, 

 Y[n] is the output signal at time n 
 h[k] are the filter coefficients 
 x[n−k] is the input signal at time n−k 
 K is the number of filter coefficients 

(filter length) 
DA shifts the computation from the traditional 

method of directly calculating the product of the input signal 
and filter coefficients to a method that relies on bit-level 
manipulations. This is especially efficient in FPGAs where 
LUTs can store precomputed values. The step-by-step DA 
process is given in the following equations. 

Decompose the input data x[n−k] into its binary 
representation. For simplicity, each input sample is 
represented by B bits as given in equation (2): 

𝑥𝑥[𝑛𝑛 − 𝑘𝑘] = ∑𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘]                    (2)
𝐵𝐵−1

𝑏𝑏=0
 

Here, xb[n−k] represents the bth bit of the 
input sample x[n−k]. 

Then precompute all possible values of the partial 
products ℎ[𝑘𝑘] ⋅ 𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘] for each bit position and store 
them in LUTs. This reduces the real-time computation to 
simple LUT lookups and bit-shifting operations. The 
precomputed partial products for each bit position are 
accumulated across all filter taps which is given in equation 
(3): 

𝑌𝑌 = ∑∑ℎ[𝑘𝑘]. 𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘]
𝐵𝐵−1

𝑏𝑏=0
. 2𝑏𝑏       (3)

𝐾𝐾−1

𝑘𝑘=0

 

This step involves shifting the precomputed values 
according to their bit positions and summing them up using 
adders. Finally, the DA-based FIR filter output is 
represented by equation (4) as given below: 

𝑌𝑌 = ∑ℎ[𝑘𝑘]. 𝑥𝑥′[𝑘𝑘]              (4)
𝐾𝐾−1

𝑘𝑘=0
 

Here, x′[k] is a function of the bit-level decomposition of 
the input data x[n−k]. 
 Moreover, in the context of FIR filters, particularly 
with the proposed DA-LUT-FIR approach, representing 
input data using a two's complement B-bit binary format is 
crucial. This representation accommodates both positive and 
negative values and provides a precision level determined 

by the number of bits B. The formulation of this 
representation is provided in the below section. 

b. Distributed Arithmetic (DA) for FIR Filters with Two's 
Complement Representation 

In the proposed DA-LUT-FIR filter, the input data x[k] 
is represented using a two's complement BBB-bit binary 
representation, allowing for an accurate representation of 
both positive and negative values. The two's complement 
representation of x[k] is crucial for handling negative 
numbers in FIR filter calculations which is given in equation 
(5); 

𝑥𝑥′[𝑘𝑘] = −2𝐵𝐵𝑋𝑋𝐵𝐵[𝑘𝑘] + ∑𝑥𝑥𝑏𝑏[𝑘𝑘] ⋅ 2𝑏𝑏                    (5)
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Where, 𝑥𝑥𝑏𝑏[𝑘𝑘] is 𝑏𝑏𝑡𝑡ℎ bit of 𝑥𝑥[𝑘𝑘], 𝑋𝑋𝐵𝐵[𝑘𝑘] ∈ {0,1}. 

Substituting equation (5) in equation (4), 
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The final output of the FIR filter with two’s complement 
representation is given in equation (6); Thus, from equation 
(6), the simplified input data of B-Bit binary data is given 
below in equation (7): 

𝑓𝑓(ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘]) = ∑ ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘]            (7)
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Therefore, the filter coefficient is further stored at LUT 
and it is addressed by 𝑋𝑋𝑏𝑏[𝑘𝑘]. This reduces entry and 
summation with LUT of the MAC blocks of FIR filters. The 
digital filters are made with the use of registers, memory 
resources, and a scale accumulator to perform this 
arithmetic. One of the key features of the proposed 
implementation is the use of a small number of LUTs which 
is discussed in the following section. 

c. Minimizing the LUT size 
This proposed approach suggests that the design 

optimizes the LUTs' usage, potentially by reusing or sharing 
LUT resources for multiple coefficients to minimize the 
LUT size while maintaining accuracy. Reducing the number 
of LUTs leads to savings of hardware resources and power 
consumption. To execute FIR filter operations efficiently, 
the proposed approach allows parallel access to multiple 
coefficients in LUTs. This means that multiple coefficients 
are accessed simultaneously to perform filter calculations. 
Parallelism in coefficient access leads to a significant 
reduction in the processing delay and also enhances the 
filter's throughput, making it suitable for real-time 
applications. By minimizing the number of LUTs and 
enabling parallel access to coefficients, the filter processes 
the data with lower latency, which is essential for real-time 
processing.  

d. Decimation and Parallel Prefix Adder 
Additionally, the frequency response of the filter output 

is dynamically altered using the decimation factor. 
Decimation is a process in DSP where the sampling rate of a 
signal is reduced. By changing the decimation factor, the 
effective bandwidth and characteristics of the filter output 
are adjusted without modifying the filter coefficients. It's 

DA shifts the computation from the traditional method of 
directly calculating the product of the input signal and filter 
coefficients to a method that relies on bit-level manipulations. 
This is especially efficient in FPGAs where LUTs can store 
precomputed values. The step-by-step DA process is given in 
the following equations.

Decompose the input data x[n−k] into its binary repre-
sentation. For simplicity, each input sample is represented 
by B bits as given in equation (2):

Then precompute all possible values of the partial products 
h[k] · xb [n − k] for each bit position and store them in LUTs. 
This reduces the real-time computation to simple LUT lookups 
and bit-shifting operations. The precomputed partial products 
for each bit position are accumulated across all filter taps 
which is given in equation (3):

This step involves shifting the precomputed values 
according to their bit positions and summing them up using 
adders. Finally, the DA-based FIR filter output is represented 
by equation (4) as given below:

Here, x'[k] is a function of the bit-level decomposition of 
the input data x[n−k].

Moreover, in the context of FIR filters, particularly with 
the proposed DA-LUT-FIR approach, representing input data 
using a two's complement B-bit binary format is crucial. This 
representation accommodates both positive and negative 
values and provides a precision level determined by the 
number of bits B. The formulation of this representation is 
provided in the below section.

b. Distributed Arithmetic (DA) for FIR Filters with Two's 
Complement Representation

In the proposed DA-LUT-FIR filter, the input data x[k] 
is represented using a two's complement BBB-bit binary 
representation, allowing for an accurate representation of 
both positive and negative values. The two's complement 
representation of x[k] is crucial for handling negative numbers 
in FIR filter calculations which is given in equation (5);

Formulation for analysis is discussed in further sections 
below. 

a. Distributed Arithmetic (DA) Computation 
When the coefficients of the FIR filter are known, 

the DA resolves the computation of the internal product, and 
the output of an FIR filter is given by the convolution sum 
in equation (1):   

𝑌𝑌[𝑛𝑛] = ∑ ℎ[𝑘𝑘]𝑥𝑥[𝑛𝑛 − 𝑘𝑘]               (1)
𝐾𝐾−1

𝑘𝑘=0
 

                                            
Where, 

 Y[n] is the output signal at time n 
 h[k] are the filter coefficients 
 x[n−k] is the input signal at time n−k 
 K is the number of filter coefficients 

(filter length) 
DA shifts the computation from the traditional 

method of directly calculating the product of the input signal 
and filter coefficients to a method that relies on bit-level 
manipulations. This is especially efficient in FPGAs where 
LUTs can store precomputed values. The step-by-step DA 
process is given in the following equations. 

Decompose the input data x[n−k] into its binary 
representation. For simplicity, each input sample is 
represented by B bits as given in equation (2): 

𝑥𝑥[𝑛𝑛 − 𝑘𝑘] = ∑𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘]                    (2)
𝐵𝐵−1

𝑏𝑏=0
 

Here, xb[n−k] represents the bth bit of the 
input sample x[n−k]. 

Then precompute all possible values of the partial 
products ℎ[𝑘𝑘] ⋅ 𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘] for each bit position and store 
them in LUTs. This reduces the real-time computation to 
simple LUT lookups and bit-shifting operations. The 
precomputed partial products for each bit position are 
accumulated across all filter taps which is given in equation 
(3): 

𝑌𝑌 = ∑∑ℎ[𝑘𝑘]. 𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘]
𝐵𝐵−1
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This step involves shifting the precomputed values 
according to their bit positions and summing them up using 
adders. Finally, the DA-based FIR filter output is 
represented by equation (4) as given below: 

𝑌𝑌 = ∑ℎ[𝑘𝑘]. 𝑥𝑥′[𝑘𝑘]              (4)
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𝑘𝑘=0
 

Here, x′[k] is a function of the bit-level decomposition of 
the input data x[n−k]. 
 Moreover, in the context of FIR filters, particularly 
with the proposed DA-LUT-FIR approach, representing 
input data using a two's complement B-bit binary format is 
crucial. This representation accommodates both positive and 
negative values and provides a precision level determined 

by the number of bits B. The formulation of this 
representation is provided in the below section. 

b. Distributed Arithmetic (DA) for FIR Filters with Two's 
Complement Representation 

In the proposed DA-LUT-FIR filter, the input data x[k] 
is represented using a two's complement BBB-bit binary 
representation, allowing for an accurate representation of 
both positive and negative values. The two's complement 
representation of x[k] is crucial for handling negative 
numbers in FIR filter calculations which is given in equation 
(5); 
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The final output of the FIR filter with two’s complement 
representation is given in equation (6); Thus, from equation 
(6), the simplified input data of B-Bit binary data is given 
below in equation (7): 
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Therefore, the filter coefficient is further stored at LUT 
and it is addressed by 𝑋𝑋𝑏𝑏[𝑘𝑘]. This reduces entry and 
summation with LUT of the MAC blocks of FIR filters. The 
digital filters are made with the use of registers, memory 
resources, and a scale accumulator to perform this 
arithmetic. One of the key features of the proposed 
implementation is the use of a small number of LUTs which 
is discussed in the following section. 

c. Minimizing the LUT size 
This proposed approach suggests that the design 

optimizes the LUTs' usage, potentially by reusing or sharing 
LUT resources for multiple coefficients to minimize the 
LUT size while maintaining accuracy. Reducing the number 
of LUTs leads to savings of hardware resources and power 
consumption. To execute FIR filter operations efficiently, 
the proposed approach allows parallel access to multiple 
coefficients in LUTs. This means that multiple coefficients 
are accessed simultaneously to perform filter calculations. 
Parallelism in coefficient access leads to a significant 
reduction in the processing delay and also enhances the 
filter's throughput, making it suitable for real-time 
applications. By minimizing the number of LUTs and 
enabling parallel access to coefficients, the filter processes 
the data with lower latency, which is essential for real-time 
processing.  

d. Decimation and Parallel Prefix Adder 
Additionally, the frequency response of the filter output 

is dynamically altered using the decimation factor. 
Decimation is a process in DSP where the sampling rate of a 
signal is reduced. By changing the decimation factor, the 
effective bandwidth and characteristics of the filter output 
are adjusted without modifying the filter coefficients. It's Formulation for analysis is discussed in further sections 

below. 

a. Distributed Arithmetic (DA) Computation 
When the coefficients of the FIR filter are known, 

the DA resolves the computation of the internal product, and 
the output of an FIR filter is given by the convolution sum 
in equation (1):   

𝑌𝑌[𝑛𝑛] = ∑ ℎ[𝑘𝑘]𝑥𝑥[𝑛𝑛 − 𝑘𝑘]               (1)
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Where, 

 Y[n] is the output signal at time n 
 h[k] are the filter coefficients 
 x[n−k] is the input signal at time n−k 
 K is the number of filter coefficients 

(filter length) 
DA shifts the computation from the traditional 

method of directly calculating the product of the input signal 
and filter coefficients to a method that relies on bit-level 
manipulations. This is especially efficient in FPGAs where 
LUTs can store precomputed values. The step-by-step DA 
process is given in the following equations. 

Decompose the input data x[n−k] into its binary 
representation. For simplicity, each input sample is 
represented by B bits as given in equation (2): 

𝑥𝑥[𝑛𝑛 − 𝑘𝑘] = ∑𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘]                    (2)
𝐵𝐵−1

𝑏𝑏=0
 

Here, xb[n−k] represents the bth bit of the 
input sample x[n−k]. 

Then precompute all possible values of the partial 
products ℎ[𝑘𝑘] ⋅ 𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘] for each bit position and store 
them in LUTs. This reduces the real-time computation to 
simple LUT lookups and bit-shifting operations. The 
precomputed partial products for each bit position are 
accumulated across all filter taps which is given in equation 
(3): 

𝑌𝑌 = ∑∑ℎ[𝑘𝑘]. 𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘]
𝐵𝐵−1

𝑏𝑏=0
. 2𝑏𝑏       (3)

𝐾𝐾−1

𝑘𝑘=0

 

This step involves shifting the precomputed values 
according to their bit positions and summing them up using 
adders. Finally, the DA-based FIR filter output is 
represented by equation (4) as given below: 

𝑌𝑌 = ∑ℎ[𝑘𝑘]. 𝑥𝑥′[𝑘𝑘]              (4)
𝐾𝐾−1

𝑘𝑘=0
 

Here, x′[k] is a function of the bit-level decomposition of 
the input data x[n−k]. 
 Moreover, in the context of FIR filters, particularly 
with the proposed DA-LUT-FIR approach, representing 
input data using a two's complement B-bit binary format is 
crucial. This representation accommodates both positive and 
negative values and provides a precision level determined 

by the number of bits B. The formulation of this 
representation is provided in the below section. 

b. Distributed Arithmetic (DA) for FIR Filters with Two's 
Complement Representation 

In the proposed DA-LUT-FIR filter, the input data x[k] 
is represented using a two's complement BBB-bit binary 
representation, allowing for an accurate representation of 
both positive and negative values. The two's complement 
representation of x[k] is crucial for handling negative 
numbers in FIR filter calculations which is given in equation 
(5); 

𝑥𝑥′[𝑘𝑘] = −2𝐵𝐵𝑋𝑋𝐵𝐵[𝑘𝑘] + ∑𝑥𝑥𝑏𝑏[𝑘𝑘] ⋅ 2𝑏𝑏                    (5)
𝐵𝐵−1

𝑏𝑏=0
 

                         
Where, 𝑥𝑥𝑏𝑏[𝑘𝑘] is 𝑏𝑏𝑡𝑡ℎ bit of 𝑥𝑥[𝑘𝑘], 𝑋𝑋𝐵𝐵[𝑘𝑘] ∈ {0,1}. 

Substituting equation (5) in equation (4), 

𝑌𝑌 = ∑ ℎ[𝑘𝑘] (−2𝐵𝐵𝑋𝑋𝐵𝐵[𝑘𝑘] + ∑ 𝑥𝑥𝑏𝑏[𝑘𝑘] ⋅ 2𝑏𝑏𝐵𝐵−1
𝑏𝑏=0 )

𝐾𝐾−1

𝑘𝑘=0
                                     

      = −2𝐵𝐵∑ ℎ[𝑘𝑘]𝑋𝑋𝐵𝐵[𝑘𝑘] +∑ 2𝑏𝑏 ∑ ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘]𝐾𝐾−1
𝑘𝑘=0

𝐵𝐵−1
𝑏𝑏=0

𝐾𝐾−1

𝑘𝑘=0
                                   

     Y = −2𝐵𝐵𝑓𝑓(ℎ[𝑘𝑘]. 𝑋𝑋𝐵𝐵[𝑘𝑘]) + ∑ 2𝑏𝑏𝑓𝑓(ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘])𝐵𝐵−1
𝑏𝑏=0                                 (6)

 

The final output of the FIR filter with two’s complement 
representation is given in equation (6); Thus, from equation 
(6), the simplified input data of B-Bit binary data is given 
below in equation (7): 

𝑓𝑓(ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘]) = ∑ ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘]            (7)
𝐾𝐾−1

𝑘𝑘=0
 

Therefore, the filter coefficient is further stored at LUT 
and it is addressed by 𝑋𝑋𝑏𝑏[𝑘𝑘]. This reduces entry and 
summation with LUT of the MAC blocks of FIR filters. The 
digital filters are made with the use of registers, memory 
resources, and a scale accumulator to perform this 
arithmetic. One of the key features of the proposed 
implementation is the use of a small number of LUTs which 
is discussed in the following section. 

c. Minimizing the LUT size 
This proposed approach suggests that the design 

optimizes the LUTs' usage, potentially by reusing or sharing 
LUT resources for multiple coefficients to minimize the 
LUT size while maintaining accuracy. Reducing the number 
of LUTs leads to savings of hardware resources and power 
consumption. To execute FIR filter operations efficiently, 
the proposed approach allows parallel access to multiple 
coefficients in LUTs. This means that multiple coefficients 
are accessed simultaneously to perform filter calculations. 
Parallelism in coefficient access leads to a significant 
reduction in the processing delay and also enhances the 
filter's throughput, making it suitable for real-time 
applications. By minimizing the number of LUTs and 
enabling parallel access to coefficients, the filter processes 
the data with lower latency, which is essential for real-time 
processing.  

d. Decimation and Parallel Prefix Adder 
Additionally, the frequency response of the filter output 

is dynamically altered using the decimation factor. 
Decimation is a process in DSP where the sampling rate of a 
signal is reduced. By changing the decimation factor, the 
effective bandwidth and characteristics of the filter output 
are adjusted without modifying the filter coefficients. It's 

Formulation for analysis is discussed in further sections 
below. 

a. Distributed Arithmetic (DA) Computation 
When the coefficients of the FIR filter are known, 

the DA resolves the computation of the internal product, and 
the output of an FIR filter is given by the convolution sum 
in equation (1):   

𝑌𝑌[𝑛𝑛] = ∑ ℎ[𝑘𝑘]𝑥𝑥[𝑛𝑛 − 𝑘𝑘]               (1)
𝐾𝐾−1

𝑘𝑘=0
 

                                            
Where, 

 Y[n] is the output signal at time n 
 h[k] are the filter coefficients 
 x[n−k] is the input signal at time n−k 
 K is the number of filter coefficients 

(filter length) 
DA shifts the computation from the traditional 

method of directly calculating the product of the input signal 
and filter coefficients to a method that relies on bit-level 
manipulations. This is especially efficient in FPGAs where 
LUTs can store precomputed values. The step-by-step DA 
process is given in the following equations. 

Decompose the input data x[n−k] into its binary 
representation. For simplicity, each input sample is 
represented by B bits as given in equation (2): 

𝑥𝑥[𝑛𝑛 − 𝑘𝑘] = ∑𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘]                    (2)
𝐵𝐵−1

𝑏𝑏=0
 

Here, xb[n−k] represents the bth bit of the 
input sample x[n−k]. 

Then precompute all possible values of the partial 
products ℎ[𝑘𝑘] ⋅ 𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘] for each bit position and store 
them in LUTs. This reduces the real-time computation to 
simple LUT lookups and bit-shifting operations. The 
precomputed partial products for each bit position are 
accumulated across all filter taps which is given in equation 
(3): 

𝑌𝑌 = ∑∑ℎ[𝑘𝑘]. 𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘]
𝐵𝐵−1

𝑏𝑏=0
. 2𝑏𝑏       (3)
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𝑘𝑘=0

 

This step involves shifting the precomputed values 
according to their bit positions and summing them up using 
adders. Finally, the DA-based FIR filter output is 
represented by equation (4) as given below: 

𝑌𝑌 = ∑ℎ[𝑘𝑘]. 𝑥𝑥′[𝑘𝑘]              (4)
𝐾𝐾−1

𝑘𝑘=0
 

Here, x′[k] is a function of the bit-level decomposition of 
the input data x[n−k]. 
 Moreover, in the context of FIR filters, particularly 
with the proposed DA-LUT-FIR approach, representing 
input data using a two's complement B-bit binary format is 
crucial. This representation accommodates both positive and 
negative values and provides a precision level determined 

by the number of bits B. The formulation of this 
representation is provided in the below section. 

b. Distributed Arithmetic (DA) for FIR Filters with Two's 
Complement Representation 

In the proposed DA-LUT-FIR filter, the input data x[k] 
is represented using a two's complement BBB-bit binary 
representation, allowing for an accurate representation of 
both positive and negative values. The two's complement 
representation of x[k] is crucial for handling negative 
numbers in FIR filter calculations which is given in equation 
(5); 

𝑥𝑥′[𝑘𝑘] = −2𝐵𝐵𝑋𝑋𝐵𝐵[𝑘𝑘] + ∑𝑥𝑥𝑏𝑏[𝑘𝑘] ⋅ 2𝑏𝑏                    (5)
𝐵𝐵−1
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Where, 𝑥𝑥𝑏𝑏[𝑘𝑘] is 𝑏𝑏𝑡𝑡ℎ bit of 𝑥𝑥[𝑘𝑘], 𝑋𝑋𝐵𝐵[𝑘𝑘] ∈ {0,1}. 

Substituting equation (5) in equation (4), 

𝑌𝑌 = ∑ ℎ[𝑘𝑘] (−2𝐵𝐵𝑋𝑋𝐵𝐵[𝑘𝑘] + ∑ 𝑥𝑥𝑏𝑏[𝑘𝑘] ⋅ 2𝑏𝑏𝐵𝐵−1
𝑏𝑏=0 )

𝐾𝐾−1
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      = −2𝐵𝐵∑ ℎ[𝑘𝑘]𝑋𝑋𝐵𝐵[𝑘𝑘] +∑ 2𝑏𝑏 ∑ ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘]𝐾𝐾−1
𝑘𝑘=0

𝐵𝐵−1
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𝐾𝐾−1
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     Y = −2𝐵𝐵𝑓𝑓(ℎ[𝑘𝑘]. 𝑋𝑋𝐵𝐵[𝑘𝑘]) + ∑ 2𝑏𝑏𝑓𝑓(ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘])𝐵𝐵−1
𝑏𝑏=0                                 (6)

 

The final output of the FIR filter with two’s complement 
representation is given in equation (6); Thus, from equation 
(6), the simplified input data of B-Bit binary data is given 
below in equation (7): 

𝑓𝑓(ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘]) = ∑ ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘]            (7)
𝐾𝐾−1

𝑘𝑘=0
 

Therefore, the filter coefficient is further stored at LUT 
and it is addressed by 𝑋𝑋𝑏𝑏[𝑘𝑘]. This reduces entry and 
summation with LUT of the MAC blocks of FIR filters. The 
digital filters are made with the use of registers, memory 
resources, and a scale accumulator to perform this 
arithmetic. One of the key features of the proposed 
implementation is the use of a small number of LUTs which 
is discussed in the following section. 

c. Minimizing the LUT size 
This proposed approach suggests that the design 

optimizes the LUTs' usage, potentially by reusing or sharing 
LUT resources for multiple coefficients to minimize the 
LUT size while maintaining accuracy. Reducing the number 
of LUTs leads to savings of hardware resources and power 
consumption. To execute FIR filter operations efficiently, 
the proposed approach allows parallel access to multiple 
coefficients in LUTs. This means that multiple coefficients 
are accessed simultaneously to perform filter calculations. 
Parallelism in coefficient access leads to a significant 
reduction in the processing delay and also enhances the 
filter's throughput, making it suitable for real-time 
applications. By minimizing the number of LUTs and 
enabling parallel access to coefficients, the filter processes 
the data with lower latency, which is essential for real-time 
processing.  

d. Decimation and Parallel Prefix Adder 
Additionally, the frequency response of the filter output 

is dynamically altered using the decimation factor. 
Decimation is a process in DSP where the sampling rate of a 
signal is reduced. By changing the decimation factor, the 
effective bandwidth and characteristics of the filter output 
are adjusted without modifying the filter coefficients. It's 
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emphasized that the filter coefficients remain unchanged 
while altering the frequency response through decimation. 
This suggests that the filter is designed to be flexible in its 
application, allowing for real-time adjustments without the 
need for recalculating or modifying the filter coefficients. 
To reduce the worst-case critical path time during partial 
product accumulation, a highly customizable parallel prefix 
adder is implemented. It is a type of digital adder that 
efficiently adds multiple numbers of LUT in parallel. By 
customizing this adder, the design optimizes its performance 
for the specific requirements of the FIR filter design.  

 
 

Figure 2: DA-LUT-based RFIR filter with PPA 
 
Figure 2 shows the DA-LUT-based Reconfigurable 

Finite Impulse Response (RFIR) filter with PPA. The DA 
with LUT-based RFIR filter, when combined with Power, 
Performance, and Area (PPA) considerations, offers a 
versatile and efficient approach to DSP. In order to achieve 
optimal power efficiency, high performance and minimal 
hardware footprint, the DA-LUT-based RFIR filter is 
provided, in which the RFIR filter is a powerful tool for 
processing digital signals. It allows for adaptability, making 
it ideal for a wide range of applications in wireless 
communication systems. This not only reduces power 
consumption but also accelerates the processing speed of the 
DA-RFIR filter. The LUT stores precomputed products of 
filter coefficients and input data, thereby effectively 
transforming more multipliers into simple LUT. The 
optimization problem formulation for channel equalizer in 
terms of the objective function and system constraints is 
discussed below. 

e. Optimization Problem Formulation 
The primary objective of this research is to 

minimize the Bit Error Rate (BER) and latency while 
maximizing the throughput of the FIR filter system, which is 
integral to the performance of SDR applications. This 
section clearly outlines the optimization objectives and 
constraints associated with the channel equalizer in SDR 
applications. 
      Objective Function: 

The goal is to minimize latency and BER 
while maximizing throughput. This can be 
mathematically represented as: 
Objective: min BER (H, X, C), min 
Latency (H, X, C), and max Throughput 
(H, X, C) 

Where,  
 H represents the filter 

coefficients. 

 X denotes the input data. 
 C symbolizes the system 

configurations, including the 
decimation factor and hardware 
resources. 

 
Constraints: 

Hardware Resource Constraint: The total 
number of Look-Up Tables (LUTs) and slices used 
should not exceed the available resources on the 
Artix-7 FPGA. 

LUTs(H) ≤ 17,000 
Slices(H) ≤ 10,000 

Power Consumption Constraint: The power 
dissipation should be within acceptable limits for 
SDR applications. 

Power (H, X, C) ≤ 100 mW 
Latency Constraint: The latency must be 
minimized while ensuring it supports real-time data 
processing. 

Latency (H, X, C) ≤ 20 ns 
Throughput Constraint: The filter must maintain 
a high throughput to handle real-time data 
processing. 

Throughput (H, X, C) ≥ 900 Mbps 
Optimization Approach: 

Filter Coefficient Optimization: Use DA to 
precompute possible outcomes for each filter 
coefficient, reducing the need for real-time 
multipliers and thus decreasing latency and power 
consumption. 
Parallel Processing: Implement parallel prefix 
adders to handle partial product accumulations 
efficiently, enhancing throughput. 
Dynamic Decimation: Adjust the decimation factor 
dynamically to balance the trade-off between 
processing speed and frequency response. 
Adaptive Channel Equalization: Optimize the 
channel equalizer settings to minimize BER by 
dynamically adjusting the filter coefficients in 
response to changing channel conditions. 

This approach is not only space-efficient but also 
reduces the need for resource-intensive multiplication 
hardware. By carefully analyzing and optimizing the DA-
RFIR filter's architecture, the best trade-offs between power 
efficiency, high performance, and a minimal hardware 
footprint are achieved. The DA-LUT-based RFIR filter is 
fine-tuned with PPA, this ensures that signal processing 
applications operate at peak efficiency, and deliver results 
that meet the most demanding requirements. With the DA-
LUT-based RFIR filter, the power of PPA is unlocked, 
thereby making it possible to process digital signals with 
unparalleled efficiency. To perform a performance analysis 
and optimization of a LUT layer, the proposed model 
follows a systematic process involving the LUT, identifying 
bottlenecks, and implementing optimizations. Thereby, the 
existing technique's drawbacks are overcome by this 
proposed method. In the next section, the performance and 
comparison of the proposed method are discussed. 

IV. RESULT AND DISCUSSION 
In this section, the results for the proposed DA-LUT-FIR 
filter are presented and engaged in a thorough discussion on 

  

 

 

Formulation for analysis is discussed in further sections 
below. 

a. Distributed Arithmetic (DA) Computation 
When the coefficients of the FIR filter are known, 

the DA resolves the computation of the internal product, and 
the output of an FIR filter is given by the convolution sum 
in equation (1):   

𝑌𝑌[𝑛𝑛] = ∑ ℎ[𝑘𝑘]𝑥𝑥[𝑛𝑛 − 𝑘𝑘]               (1)
𝐾𝐾−1

𝑘𝑘=0
 

                                            
Where, 

 Y[n] is the output signal at time n 
 h[k] are the filter coefficients 
 x[n−k] is the input signal at time n−k 
 K is the number of filter coefficients 

(filter length) 
DA shifts the computation from the traditional 

method of directly calculating the product of the input signal 
and filter coefficients to a method that relies on bit-level 
manipulations. This is especially efficient in FPGAs where 
LUTs can store precomputed values. The step-by-step DA 
process is given in the following equations. 

Decompose the input data x[n−k] into its binary 
representation. For simplicity, each input sample is 
represented by B bits as given in equation (2): 

𝑥𝑥[𝑛𝑛 − 𝑘𝑘] = ∑𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘]                    (2)
𝐵𝐵−1

𝑏𝑏=0
 

Here, xb[n−k] represents the bth bit of the 
input sample x[n−k]. 

Then precompute all possible values of the partial 
products ℎ[𝑘𝑘] ⋅ 𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘] for each bit position and store 
them in LUTs. This reduces the real-time computation to 
simple LUT lookups and bit-shifting operations. The 
precomputed partial products for each bit position are 
accumulated across all filter taps which is given in equation 
(3): 

𝑌𝑌 = ∑∑ℎ[𝑘𝑘]. 𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘]
𝐵𝐵−1

𝑏𝑏=0
. 2𝑏𝑏       (3)
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This step involves shifting the precomputed values 
according to their bit positions and summing them up using 
adders. Finally, the DA-based FIR filter output is 
represented by equation (4) as given below: 

𝑌𝑌 = ∑ℎ[𝑘𝑘]. 𝑥𝑥′[𝑘𝑘]              (4)
𝐾𝐾−1

𝑘𝑘=0
 

Here, x′[k] is a function of the bit-level decomposition of 
the input data x[n−k]. 
 Moreover, in the context of FIR filters, particularly 
with the proposed DA-LUT-FIR approach, representing 
input data using a two's complement B-bit binary format is 
crucial. This representation accommodates both positive and 
negative values and provides a precision level determined 

by the number of bits B. The formulation of this 
representation is provided in the below section. 

b. Distributed Arithmetic (DA) for FIR Filters with Two's 
Complement Representation 

In the proposed DA-LUT-FIR filter, the input data x[k] 
is represented using a two's complement BBB-bit binary 
representation, allowing for an accurate representation of 
both positive and negative values. The two's complement 
representation of x[k] is crucial for handling negative 
numbers in FIR filter calculations which is given in equation 
(5); 
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The final output of the FIR filter with two’s complement 
representation is given in equation (6); Thus, from equation 
(6), the simplified input data of B-Bit binary data is given 
below in equation (7): 

𝑓𝑓(ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘]) = ∑ ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘]            (7)
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Therefore, the filter coefficient is further stored at LUT 
and it is addressed by 𝑋𝑋𝑏𝑏[𝑘𝑘]. This reduces entry and 
summation with LUT of the MAC blocks of FIR filters. The 
digital filters are made with the use of registers, memory 
resources, and a scale accumulator to perform this 
arithmetic. One of the key features of the proposed 
implementation is the use of a small number of LUTs which 
is discussed in the following section. 

c. Minimizing the LUT size 
This proposed approach suggests that the design 

optimizes the LUTs' usage, potentially by reusing or sharing 
LUT resources for multiple coefficients to minimize the 
LUT size while maintaining accuracy. Reducing the number 
of LUTs leads to savings of hardware resources and power 
consumption. To execute FIR filter operations efficiently, 
the proposed approach allows parallel access to multiple 
coefficients in LUTs. This means that multiple coefficients 
are accessed simultaneously to perform filter calculations. 
Parallelism in coefficient access leads to a significant 
reduction in the processing delay and also enhances the 
filter's throughput, making it suitable for real-time 
applications. By minimizing the number of LUTs and 
enabling parallel access to coefficients, the filter processes 
the data with lower latency, which is essential for real-time 
processing.  

d. Decimation and Parallel Prefix Adder 
Additionally, the frequency response of the filter output 

is dynamically altered using the decimation factor. 
Decimation is a process in DSP where the sampling rate of a 
signal is reduced. By changing the decimation factor, the 
effective bandwidth and characteristics of the filter output 
are adjusted without modifying the filter coefficients. It's 
emphasized that the filter coefficients remain unchanged 
while altering the frequency response through decimation. 
This suggests that the filter is designed to be flexible in its 
application, allowing for real-time adjustments without the 
need for recalculating or modifying the filter coefficients. 
To reduce the worst-case critical path time during partial 
product accumulation, a highly customizable parallel prefix 
adder is implemented. It is a type of digital adder that 
efficiently adds multiple numbers of LUT in parallel. By 
customizing this adder, the design optimizes its performance 
for the specific requirements of the FIR filter design.  
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Finite Impulse Response (RFIR) filter with PPA. The DA 
with LUT-based RFIR filter, when combined with Power, 
Performance, and Area (PPA) considerations, offers a 
versatile and efficient approach to DSP. In order to achieve 
optimal power efficiency, high performance and minimal 
hardware footprint, the DA-LUT-based RFIR filter is 
provided, in which the RFIR filter is a powerful tool for 
processing digital signals. It allows for adaptability, making 
it ideal for a wide range of applications in wireless 
communication systems. This not only reduces power 
consumption but also accelerates the processing speed of the 
DA-RFIR filter. The LUT stores precomputed products of 
filter coefficients and input data, thereby effectively 
transforming more multipliers into simple LUT. The 
optimization problem formulation for channel equalizer in 
terms of the objective function and system constraints is 
discussed below. 

e. Optimization Problem Formulation 
The primary objective of this research is to 

minimize the Bit Error Rate (BER) and latency while 
maximizing the throughput of the FIR filter system, which is 
integral to the performance of SDR applications. This 
section clearly outlines the optimization objectives and 
constraints associated with the channel equalizer in SDR 
applications. 
      Objective Function: 

The goal is to minimize latency and BER 
while maximizing throughput. This can be 
mathematically represented as: 
Objective: min BER (H, X, C), min 
Latency (H, X, C), and max Throughput 
(H, X, C) 

Where,  
 H represents the filter 

coefficients. 

 X denotes the input data. 
 C symbolizes the system 

configurations, including the 
decimation factor and hardware 
resources. 

 
Constraints: 

Hardware Resource Constraint: The total 
number of Look-Up Tables (LUTs) and slices used 
should not exceed the available resources on the 
Artix-7 FPGA. 

LUTs(H) ≤ 17,000 
Slices(H) ≤ 10,000 

Power Consumption Constraint: The power 
dissipation should be within acceptable limits for 
SDR applications. 

Power (H, X, C) ≤ 100 mW 
Latency Constraint: The latency must be 
minimized while ensuring it supports real-time data 
processing. 

Latency (H, X, C) ≤ 20 ns 
Throughput Constraint: The filter must maintain 
a high throughput to handle real-time data 
processing. 

Throughput (H, X, C) ≥ 900 Mbps 
Optimization Approach: 

Filter Coefficient Optimization: Use DA to 
precompute possible outcomes for each filter 
coefficient, reducing the need for real-time 
multipliers and thus decreasing latency and power 
consumption. 
Parallel Processing: Implement parallel prefix 
adders to handle partial product accumulations 
efficiently, enhancing throughput. 
Dynamic Decimation: Adjust the decimation factor 
dynamically to balance the trade-off between 
processing speed and frequency response. 
Adaptive Channel Equalization: Optimize the 
channel equalizer settings to minimize BER by 
dynamically adjusting the filter coefficients in 
response to changing channel conditions. 

This approach is not only space-efficient but also 
reduces the need for resource-intensive multiplication 
hardware. By carefully analyzing and optimizing the DA-
RFIR filter's architecture, the best trade-offs between power 
efficiency, high performance, and a minimal hardware 
footprint are achieved. The DA-LUT-based RFIR filter is 
fine-tuned with PPA, this ensures that signal processing 
applications operate at peak efficiency, and deliver results 
that meet the most demanding requirements. With the DA-
LUT-based RFIR filter, the power of PPA is unlocked, 
thereby making it possible to process digital signals with 
unparalleled efficiency. To perform a performance analysis 
and optimization of a LUT layer, the proposed model 
follows a systematic process involving the LUT, identifying 
bottlenecks, and implementing optimizations. Thereby, the 
existing technique's drawbacks are overcome by this 
proposed method. In the next section, the performance and 
comparison of the proposed method are discussed. 

IV. RESULT AND DISCUSSION 
In this section, the results for the proposed DA-LUT-FIR 
filter are presented and engaged in a thorough discussion on 
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Formulation for analysis is discussed in further sections 
below. 

a. Distributed Arithmetic (DA) Computation 
When the coefficients of the FIR filter are known, 

the DA resolves the computation of the internal product, and 
the output of an FIR filter is given by the convolution sum 
in equation (1):   

𝑌𝑌[𝑛𝑛] = ∑ ℎ[𝑘𝑘]𝑥𝑥[𝑛𝑛 − 𝑘𝑘]               (1)
𝐾𝐾−1

𝑘𝑘=0
 

                                            
Where, 

 Y[n] is the output signal at time n 
 h[k] are the filter coefficients 
 x[n−k] is the input signal at time n−k 
 K is the number of filter coefficients 

(filter length) 
DA shifts the computation from the traditional 

method of directly calculating the product of the input signal 
and filter coefficients to a method that relies on bit-level 
manipulations. This is especially efficient in FPGAs where 
LUTs can store precomputed values. The step-by-step DA 
process is given in the following equations. 

Decompose the input data x[n−k] into its binary 
representation. For simplicity, each input sample is 
represented by B bits as given in equation (2): 

𝑥𝑥[𝑛𝑛 − 𝑘𝑘] = ∑𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘]                    (2)
𝐵𝐵−1

𝑏𝑏=0
 

Here, xb[n−k] represents the bth bit of the 
input sample x[n−k]. 

Then precompute all possible values of the partial 
products ℎ[𝑘𝑘] ⋅ 𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘] for each bit position and store 
them in LUTs. This reduces the real-time computation to 
simple LUT lookups and bit-shifting operations. The 
precomputed partial products for each bit position are 
accumulated across all filter taps which is given in equation 
(3): 

𝑌𝑌 = ∑∑ℎ[𝑘𝑘]. 𝑥𝑥𝑏𝑏[𝑛𝑛 − 𝑘𝑘]
𝐵𝐵−1

𝑏𝑏=0
. 2𝑏𝑏       (3)

𝐾𝐾−1

𝑘𝑘=0

 

This step involves shifting the precomputed values 
according to their bit positions and summing them up using 
adders. Finally, the DA-based FIR filter output is 
represented by equation (4) as given below: 

𝑌𝑌 = ∑ℎ[𝑘𝑘]. 𝑥𝑥′[𝑘𝑘]              (4)
𝐾𝐾−1

𝑘𝑘=0
 

Here, x′[k] is a function of the bit-level decomposition of 
the input data x[n−k]. 
 Moreover, in the context of FIR filters, particularly 
with the proposed DA-LUT-FIR approach, representing 
input data using a two's complement B-bit binary format is 
crucial. This representation accommodates both positive and 
negative values and provides a precision level determined 

by the number of bits B. The formulation of this 
representation is provided in the below section. 

b. Distributed Arithmetic (DA) for FIR Filters with Two's 
Complement Representation 

In the proposed DA-LUT-FIR filter, the input data x[k] 
is represented using a two's complement BBB-bit binary 
representation, allowing for an accurate representation of 
both positive and negative values. The two's complement 
representation of x[k] is crucial for handling negative 
numbers in FIR filter calculations which is given in equation 
(5); 

𝑥𝑥′[𝑘𝑘] = −2𝐵𝐵𝑋𝑋𝐵𝐵[𝑘𝑘] + ∑𝑥𝑥𝑏𝑏[𝑘𝑘] ⋅ 2𝑏𝑏                    (5)
𝐵𝐵−1

𝑏𝑏=0
 

                         
Where, 𝑥𝑥𝑏𝑏[𝑘𝑘] is 𝑏𝑏𝑡𝑡ℎ bit of 𝑥𝑥[𝑘𝑘], 𝑋𝑋𝐵𝐵[𝑘𝑘] ∈ {0,1}. 

Substituting equation (5) in equation (4), 

𝑌𝑌 = ∑ ℎ[𝑘𝑘] (−2𝐵𝐵𝑋𝑋𝐵𝐵[𝑘𝑘] + ∑ 𝑥𝑥𝑏𝑏[𝑘𝑘] ⋅ 2𝑏𝑏𝐵𝐵−1
𝑏𝑏=0 )

𝐾𝐾−1

𝑘𝑘=0
                                     

      = −2𝐵𝐵∑ ℎ[𝑘𝑘]𝑋𝑋𝐵𝐵[𝑘𝑘] +∑ 2𝑏𝑏 ∑ ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘]𝐾𝐾−1
𝑘𝑘=0

𝐵𝐵−1
𝑏𝑏=0

𝐾𝐾−1

𝑘𝑘=0
                                   

     Y = −2𝐵𝐵𝑓𝑓(ℎ[𝑘𝑘]. 𝑋𝑋𝐵𝐵[𝑘𝑘]) + ∑ 2𝑏𝑏𝑓𝑓(ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘])𝐵𝐵−1
𝑏𝑏=0                                 (6)

 

The final output of the FIR filter with two’s complement 
representation is given in equation (6); Thus, from equation 
(6), the simplified input data of B-Bit binary data is given 
below in equation (7): 

𝑓𝑓(ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘]) = ∑ ℎ[𝑘𝑘]𝑥𝑥𝑏𝑏[𝑘𝑘]            (7)
𝐾𝐾−1

𝑘𝑘=0
 

Therefore, the filter coefficient is further stored at LUT 
and it is addressed by 𝑋𝑋𝑏𝑏[𝑘𝑘]. This reduces entry and 
summation with LUT of the MAC blocks of FIR filters. The 
digital filters are made with the use of registers, memory 
resources, and a scale accumulator to perform this 
arithmetic. One of the key features of the proposed 
implementation is the use of a small number of LUTs which 
is discussed in the following section. 

c. Minimizing the LUT size 
This proposed approach suggests that the design 

optimizes the LUTs' usage, potentially by reusing or sharing 
LUT resources for multiple coefficients to minimize the 
LUT size while maintaining accuracy. Reducing the number 
of LUTs leads to savings of hardware resources and power 
consumption. To execute FIR filter operations efficiently, 
the proposed approach allows parallel access to multiple 
coefficients in LUTs. This means that multiple coefficients 
are accessed simultaneously to perform filter calculations. 
Parallelism in coefficient access leads to a significant 
reduction in the processing delay and also enhances the 
filter's throughput, making it suitable for real-time 
applications. By minimizing the number of LUTs and 
enabling parallel access to coefficients, the filter processes 
the data with lower latency, which is essential for real-time 
processing.  

d. Decimation and Parallel Prefix Adder 
Additionally, the frequency response of the filter output 

is dynamically altered using the decimation factor. 
Decimation is a process in DSP where the sampling rate of a 
signal is reduced. By changing the decimation factor, the 
effective bandwidth and characteristics of the filter output 
are adjusted without modifying the filter coefficients. It's 
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emphasized that the filter coefficients remain unchanged 
while altering the frequency response through decimation. 
This suggests that the filter is designed to be flexible in its 
application, allowing for real-time adjustments without the 
need for recalculating or modifying the filter coefficients. 
To reduce the worst-case critical path time during partial 
product accumulation, a highly customizable parallel prefix 
adder is implemented. It is a type of digital adder that 
efficiently adds multiple numbers of LUT in parallel. By 
customizing this adder, the design optimizes its performance 
for the specific requirements of the FIR filter design.  
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comparison of the proposed method are discussed. 
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filter are presented and engaged in a thorough discussion on 

  

 

 

its performance and efficiency. The filter was designed and 
implemented to address the challenges associated with finite 
impulse response filtering while harnessing the power of 
distributed arithmetic and lookup tables for optimized 
multiplication. 

A. Experimental Setup 
The simulation results are discussed below. This work has 
been implemented in the MATLAB working platform using 
the following system specifications. 

Software : MATLAB 
OS : Windows 10 (64-bit) 
Processor : Intel i5 
RAM : 8GB RAM 

B. Simulated output of the proposed method  
The proposed structure has been added to Xilinx System 
Generator and Matlab Simulink. For the execution of the 
proposed design, a string of channel impulses that have been 
BPSK message modulated for implementation is considered. 
The signal was transmitted to adaptive DFE for ISI error 
correction and noise removal. The algorithm is programmed 
directly into the FPGA integrated within the SDR. This 
allows for efficient processing and real-time performance, 
utilizing the FPGA's parallel processing capabilities while 
minimizing latency and maximizing throughput. 

 
Figure 3: Verilog output of FIR 

 
Figure 3 depicts the Verilog output of the FIR filter. This 

FIR input module is responsible for receiving the incoming 
digital data stream and buffering it for processing. It feeds 
the data into the filter's main processing engine. Multiplier 
and Accumulator components perform the core filtering 
operation. The multiplier module multiplies each data 
sample by the corresponding coefficient, and the 
accumulator sums up these products to produce the filter's 
output. The coefficients used by the filter are stored in a 
memory module. This memory is accessed based on the 
current position of the sliding window. To slide the window 
over the input data, there is a control module that manages 
the window's position and ensures the correct samples are 
selected for multiplication. Finally, the filtered output data is 
sent to the output module, which makes it available for 
further processing. 

 
Figure 4: FIR Output Response 

 
Figure 4 depicts the output response for the FIR filter 

which is characterized by its ability to effectively filter and 
modify the input signals in a precise and controlled manner. 
As the input signal progresses through the filter, it 
encounters each tap and undergoes a series of multipliers 
and adders. At each tap, the input is multiplied by the 
corresponding coefficient, and the results are summed 
together. It represents the frequency response of two 
bandpass filters where the blue trace (M=1) illustrates a 
filter that allows a lower range of frequencies to pass 
through, effectively filtering out frequencies outside this 
range. Conversely, the orange trace (M=2) demonstrates a 
filter with a passband at higher frequencies. The graph 
clearly outlines the effective frequency ranges for each 
filter, with the passbands being the regions where the 
magnitude does not exhibit significant attenuation. 

 
Figure 5: LMS filter output 

 
Figure 5 shows the Least Mean Square (LMS) filter 

output for the proposed approach.  In this figure, the top 
waveform, labelled “test_bench/data_in” represents the 
gradient of the input error signal for the first test bench. This 
is crucial as it indicates how the LMS filter’s predictions 
deviate from the desired outcome. The waveform below, 
labelled “test_bench/desired_response” is the target or 
reference signal that the LMS filter aims to replicate or 
predict accurately. Then the next waveform, labelled 
“test_bench/FILTER_OUT,” shows the output of the filter 
applied to the first test bench’s data. This output is what the 
LMS filter has produced as its prediction or filtered signal. 
As the input signal flows through the LMS filter, a 
remarkable  transformation takes place and also this 
filter armed with its adaptive capabilities meticulously 
analyses the incoming data in real time. It constantly refines 
its internal coefficients to minimize the error between the 
desired signal and the filtered output. 

C. Performance metrics of the proposed methodology 
The performance metrics collectively provide a 

comprehensive evaluation of the proposed DA-LUT-FIR 
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tive Channel Equalizer, shows a significantly reduced delay 
of approximately 9.627 ns. This improvement is due to more 
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The figure 8 illustrates the number of slice registers used 
in the proposed work in which using DA design requires 
2062 slice registers, whereas the proposed work using DA 
with an adaptive Channel Equalizer significantly reduces 
this number t0 1182. The reduction in slice registers is by 
the efficient design of the adaptive filter, which optimizes 
resource usage by minimizing redundant or unnecessary 
computations. This leads to a more streamlined architecture, 
reducing the hardware complexity and enhancing overall ef-
ficiency without compromising performance.

The graph in figure 10 illustrates the number of LUTs 
used in two different FIR filter designs where the proposed 
work using DA design requires 15,914 LUTs, while 
the proposed work using DA with an adaptive Channel 
Equalizer uses slightly more, totalling 16,504 LUTs. This 
slight increase in the number of LUTs is by the additional 
complexity introduced by the adaptive Channel Equalizer, 
which enhances the system's ability to dynamically adjust 
to varying channel conditions. Although there is a small 
increase in the number of LUTs, this trade-off results 
in improved performance and adaptability, making the 
design more robust and efficient in handling diverse signal 
environments.

The figure 11 compares the operating frequencies of 
filters in two different designs. The proposed work using 
DA design attains a frequency of 78.617 MHz, while 
the proposed work using DA with an adaptive Channel 
Equalizer operates at a slightly reduced frequency of 77.825 
MHz. This minor decrease in frequency is due to the added 
complexity and functionality of the adaptive Channel 
Equalizer, which allows the system to better adapt to varying 
channel conditions. Despite the small reduction in frequency, 
the enhanced adaptability and performance benefits of the 
adaptive equalizer outweigh this trade-off, resulting in a 
more robust and versatile system.

The figure 9 shows the number of AND/OR gates used in 
two different FIR filter designs. The proposed work using DA 
design requires 14,568 gates, while the proposed work using 
DA with an adaptive Channel Equalizer uses significantly 
fewer gates, totalling 9,715. This reduction in the number of 
gates is because of the adaptive Channel Equalizer's ability 
to streamline the logic design, minimizing the need for 
excess logical operations. As a result, the overall gate count 
is reduced, leading to a more efficient and compact design 
that maintains functionality while lowering the hardware 
complexity.
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optimally combining precomputed products of filter 
coefficients with input data, thereby simplifying complex 
multiplication operations. With streamlined footprint, the 
DA-LUT-FIR filter offers a significant advancement for 
efficient signal filtering. 
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complexity typically associated with conventional FIR 
filters and highlighting its efficiency in filter design. 

 
Figure 17: Comparison of processing speed 

 
Figure 17 compares speed of the proposed DA-LUT-FIR 
filter model with existing models, including the array 
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achieve speeds of 129.57 MHz, 244.02 MHz, and 255.43 
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Figure 18 provides a comparative analysis of latency in 
nanoseconds across different FIR filter designs. The 
baseline latency for 'Existing work' is approximately 448 ns. 
In contrast, the 'Proposed work using DA with Channel 
Equalizer by adaptive filter design (SDR)' achieves a 
remarkable reduction in latency to around 86.126 ns. The 
'Proposed work using DA design' shows a slight increase in 
latency, yet it remains significantly lower than the existing 
work, with a latency of approximately 101 ns. The proposed 
designs have significantly reduced latency, making them 
crucial for applications requiring quick response times. 
 

TABLE I 
 OVERALL TABLE FOR PERFORMANCE ANALYSIS AND COMPARISON 
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Models 

Parameter 
Existing 

work 
 

Proposed work 
using DA design 

Proposed work using 
DA with Channel 

Equalizer by adaptive 
filter design (SDR) 

Block Size 8 8 8 
Filter 

Length 64 64 64 

FF 1656 752 952 
Delay 56 ns 21.41 ns 9.627 ns 
Area 

(Slices) 839936 6503 8421 

Power 
(Vdd = 
1.8V) 

251.2 mW 95 mW 95mW 

Slice 
Registers 6144 2062 1182 

No of LUT 16,129 15,914 16504 
AND/OR 

gates 190464 14568 9715 

Throughpu
t 142.4 Mbps 633.062 Mbps 938.12 Mbps 

Frequency 65.7 MHz 78.617 MHz 77.825 MHz 

Latency 56ns*8=448 
ns 

Product of delay and 
size of data= 

12.637ns*8=101.096
ns 

Product of delay and size 
of 

data=08.527ns*8=86.126
ns 

No of 
adders 
used 

2077 1027 1026 

Area-delay 
product 

839936*56ns
= 

47036416 ns 

4145*21.42 ns= 
88785.9 ns 

8421*9.627 ns = 
81068.967 ns 

Power-
delay 

product 

251.20 mW 
*56 ns= 
14067.2 
mW/ns 

0.095*21.42 mW = 
2.0349 W/ns 

0.095*9.627 ns= 
0.914565 ns 
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efficient signal filtering. 
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Figure 18 provides a comparative analysis of latency in 
nanoseconds across different FIR filter designs. The 
baseline latency for 'Existing work' is approximately 448 ns. 
In contrast, the 'Proposed work using DA with Channel 
Equalizer by adaptive filter design (SDR)' achieves a 
remarkable reduction in latency to around 86.126 ns. The 
'Proposed work using DA design' shows a slight increase in 
latency, yet it remains significantly lower than the existing 
work, with a latency of approximately 101 ns. The proposed 
designs have significantly reduced latency, making them 
crucial for applications requiring quick response times. 
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938.12 Mbps. The proposed designs significantly improve 

throughput by integrating an adaptive filter and channel 
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previous models' throughput. 
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respectively. The proposed model achieves a significantly 
higher accuracy of 98%. This improvement underscores the 
innovative design of the DA-LUT-FIR filter, which not only 
enhances performance but also minimizes the errors 
typically associated with traditional filtering methods, 
highlighting its effectiveness in digital signal processing 
applications. 
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proposed DA-LUT-FIR filter model with existing models, 
including GFSK, GMSK and BPSK OFDM, which exhibit 
design complexities of 98%, 77% and 82% respectively. In 
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Figure 19 presents a comparative analysis of throughput 
performance across three different designs. The Existing 
work demonstrates modest throughput, significantly below 
142.4 Mbps. The 'Proposed work using DA design' shows a 
substantial improvement, achieving a throughput of 633.062 
Mbps. Furthermore, the 'Proposed work using DA with 
Channel Equalizer by adaptive filter design (SDR)' showcases 
an impressive throughput close to 938.12 Mbps. The proposed 
designs significantly improve throughput by integrating an 
adaptive filter and channel equalization in software-defined 
radio, doubling the previous models' throughput.

Figure 21 compares the design complexity of the proposed 
DA-LUT-FIR filter model with existing models, including 
GFSK, GMSK and BPSK OFDM, which exhibit design 
complexities of 98%, 77% and 82% respectively. In contrast, 
the proposed model achieves a significantly lower overhead 
of 74%. This reduction demonstrates the innovative nature 
of the Enhanced Intellectual PMU Controller, significantly 
decreasing the overhead typically associated with traditional 
methods and highlighting its efficiency in electric drive 
applications.

Figure 22 presents an accuracy comparison of various SDR 
platforms utilizing different FPGA models, including USRP 
[36], Adalm Pluto [37], and BladeRF [38], which achieve 
accuracy rates of 99.6%, 98.2%, and 99.5%, respectively. 
In contrast, the proposed model using the Artix-7 FPGA 
demonstrates a significantly higher accuracy of 99.8%. This 
substantial improvement highlights the advanced capabilities 
of the Artix-7 FPGA in enhancing the performance of SDR 
applications, effectively minimizing errors associated with 
traditional models and showcasing its potential in delivering 
superior digital communication outcomes.

Overall, the proposed models' performance is analyzed 
and compared with the existing approaches such as 
conventional DA-based filter, LUT-Less 2, Separated LUT- 
DA, DA-LUT using buffer array multiplier, boothradix-4, and 
boothradix-MAC, GBoost Classifier, Light GBM, Gradient 
Boosting, GFSK, GMSK and BPSK OFD. While comparing 
the proposed approach with existing models, the proposed 
approach achieves the best result of delay 190ps, the power 
dissipation of 1mW, the design complexity attains the value 
of 250 LE, the processing speed of 260MHz, reduced latency 

Figure 20 compares the accuracy of the proposed DA-
LUT-FIR filter model with existing models, including GBoost 
Classifier, Light GBM and Gradient Boosting, which exhibit 
accuracy rates of 75%, 85%, and 95%, respectively. The 
proposed model achieves a significantly higher accuracy of 
98%. This improvement underscores the innovative design of 
the DA-LUT-FIR filter, which not only enhances performance 
but also minimizes the errors typically associated with 
traditional filtering methods, highlighting its effectiveness in 
digital signal processing applications.
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In contrast, the 'Proposed work using DA with Channel 
Equalizer by adaptive filter design (SDR)' achieves a 
remarkable reduction in latency to around 86.126 ns. The 
'Proposed work using DA design' shows a slight increase in 
latency, yet it remains significantly lower than the existing 
work, with a latency of approximately 101 ns. The proposed 
designs have significantly reduced latency, making them 
crucial for applications requiring quick response times. 
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Figure 18 provides a comparative analysis of latency in 
nanoseconds across different FIR filter designs. The 
baseline latency for 'Existing work' is approximately 448 ns. 
In contrast, the 'Proposed work using DA with Channel 
Equalizer by adaptive filter design (SDR)' achieves a 
remarkable reduction in latency to around 86.126 ns. The 
'Proposed work using DA design' shows a slight increase in 
latency, yet it remains significantly lower than the existing 
work, with a latency of approximately 101 ns. The proposed 
designs have significantly reduced latency, making them 
crucial for applications requiring quick response times. 
 

TABLE I 
 OVERALL TABLE FOR PERFORMANCE ANALYSIS AND COMPARISON 

 

 
Figure 19: Comparison of Throughput 

 
Figure 19 presents a comparative analysis of 

throughput performance across three different designs. The 
Existing work demonstrates modest throughput, 
significantly below 142.4 Mbps. The 'Proposed work using 
DA design' shows a substantial improvement, achieving a 
throughput of 633.062 Mbps. Furthermore, the 'Proposed 
work using DA with Channel Equalizer by adaptive filter 
design (SDR)' showcases an impressive throughput close to 
938.12 Mbps. The proposed designs significantly improve 

throughput by integrating an adaptive filter and channel 
equalization in software-defined radio, doubling the 
previous models' throughput. 

 
Figure 20: Comparison of Accuracy 

 
Figure 20 compares the accuracy of the proposed 

DA-LUT-FIR filter model with existing models, including 
GBoost Classifier, Light GBM and Gradient Boosting, 
which exhibit accuracy rates of 75%, 85%, and 95%, 
respectively. The proposed model achieves a significantly 
higher accuracy of 98%. This improvement underscores the 
innovative design of the DA-LUT-FIR filter, which not only 
enhances performance but also minimizes the errors 
typically associated with traditional filtering methods, 
highlighting its effectiveness in digital signal processing 
applications. 

 
Figure 21: Comparison of Overhead 

 
Figure 21 compares the design complexity of the 

proposed DA-LUT-FIR filter model with existing models, 
including GFSK, GMSK and BPSK OFDM, which exhibit 
design complexities of 98%, 77% and 82% respectively. In 
contrast, the proposed model achieves a significantly lower 
overhead of 74%. This reduction demonstrates the 
innovative nature of the Enhanced Intellectual PMU 
Controller, significantly decreasing the overhead typically 
associated with traditional methods and highlighting its 
efficiency in electric drive applications. 

 
Figure 22: Comparison of accuracy using different FPGA 

Models 

Parameter 
Existing 

work 
 

Proposed work 
using DA design 

Proposed work using 
DA with Channel 

Equalizer by adaptive 
filter design (SDR) 

Block Size 8 8 8 
Filter 

Length 64 64 64 

FF 1656 752 952 
Delay 56 ns 21.41 ns 9.627 ns 
Area 

(Slices) 839936 6503 8421 

Power 
(Vdd = 
1.8V) 

251.2 mW 95 mW 95mW 

Slice 
Registers 6144 2062 1182 

No of LUT 16,129 15,914 16504 
AND/OR 

gates 190464 14568 9715 

Throughpu
t 142.4 Mbps 633.062 Mbps 938.12 Mbps 

Frequency 65.7 MHz 78.617 MHz 77.825 MHz 

Latency 56ns*8=448 
ns 

Product of delay and 
size of data= 

12.637ns*8=101.096
ns 

Product of delay and size 
of 

data=08.527ns*8=86.126
ns 

No of 
adders 
used 

2077 1027 1026 

Area-delay 
product 

839936*56ns
= 

47036416 ns 

4145*21.42 ns= 
88785.9 ns 

8421*9.627 ns = 
81068.967 ns 

Power-
delay 

product 

251.20 mW 
*56 ns= 
14067.2 
mW/ns 

0.095*21.42 mW = 
2.0349 W/ns 

0.095*9.627 ns= 
0.914565 ns 

Figure 18 provides a comparative analysis of latency in 
nanoseconds across different FIR filter designs. The 
baseline latency for 'Existing work' is approximately 448 ns. 
In contrast, the 'Proposed work using DA with Channel 
Equalizer by adaptive filter design (SDR)' achieves a 
remarkable reduction in latency to around 86.126 ns. The 
'Proposed work using DA design' shows a slight increase in 
latency, yet it remains significantly lower than the existing 
work, with a latency of approximately 101 ns. The proposed 
designs have significantly reduced latency, making them 
crucial for applications requiring quick response times. 
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and overhead of 86 ns and 74%, increased throughput and 
accuracy of 938.12 Mbps and 99%. Hence the proposed 
method effectively reduces the noise from SDR applications 
and enhances the performance of throughput and latency in 
DA-LUT-based FIR filters.

E. Overall Performance Analysis

The overall performance analysis of the proposed work 
and its comparison with other existing works is summarized 
in table 1.

Figure 22 presents an accuracy comparison of various SDR 
platforms utilizing different FPGA models, including USRP 
[36], Adalm Pluto [37], and BladeRF [38], which achieve 
accuracy rates of 99.6%, 98.2%, and 99.5%, respectively. In 
contrast, the proposed model using the Artix-7 FPGA 
demonstrates a significantly higher accuracy of 99.8%. This 
substantial improvement highlights the advanced 
capabilities of the Artix-7 FPGA in enhancing the 
performance of SDR applications, effectively minimizing 
errors associated with traditional models and showcasing its 
potential in delivering superior digital communication 
outcomes. 

Overall, the proposed models' performance is 
analyzed and compared with the existing approaches such as 
conventional DA-based filter, LUT-Less 2, Separated LUT-
DA, DA-LUT using buffer array multiplier, boothradix-4, 
and boothradix-MAC, GBoost Classifier, Light GBM, 
Gradient Boosting, GFSK, GMSK and BPSK OFD. While 
comparing the proposed approach with existing models, the 
proposed approach achieves the best result of delay 190ps, 
the power dissipation of 1mW, the design complexity attains 
the value of 250 LE, the processing speed of 260MHz, 
reduced latency and overhead of 86 ns and 74%, increased 
throughput and accuracy of 938.12 Mbps and 99%. Hence 
the proposed method effectively reduces the noise from 
SDR applications and enhances the performance of 
throughput and latency in DA-LUT-based FIR filters. 

E. Overall Performance Analysis 
 The overall performance analysis of the proposed 
work and its comparison with other existing works is 
summarized in table 1. 

V. CONCLUSION 
This study presents a comprehensive evaluation of 

a novel FIR filter architecture based on Distributed 
Arithmetic and Look-Up Tables, implemented on an Artix-7 
FPGA. This DA-LUT-FIR filter design addresses several 
key limitations of traditional multiplier-based FIR filters, 
which often suffer from high hardware complexity, 
significant power consumption, and slower processing 
speeds. This proposed filter was implemented with quicker 
multipliers and adders thereby decreasing bit error rate and 
latency which in turn helps to boost the throughput of data 
given in bits.  Additionally, the decimation factor frequently 
changes the FIR filter coefficients, allowing filters to vary 
their frequency response. According to the experimental 
findings, fewer LUT for FIR filter coefficients result in less 
memory usage and latency. The employment of a highly 
adaptable parallel prefix adder during partial product 
accumulation was another factor that contributed to the 
decreased latency. The use of DA and LUTs in the 
architecture proves to be a powerful combination, delivering 
remarkable performance improvements and making the 
filter highly suitable for real-time digital signal processing 
tasks. The numerical findings from this study—such as the 
operating speed of 260 MHz, power dissipation of 1 mW, 
delay of 190 ps, and throughput of 938.12 Mbps—
demonstrate substantial improvements over existing 
methods. These results make the DA-LUT-FIR filter a 
highly suitable choice for real-time digital signal processing 
tasks, contributing significantly to the advancement of FIR 
filter design for future SDR systems. 
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Abstract—In response to the escalating volume of Internet 
traffic, scalability challenges have emerged in content delivery. 
Information-Centric Networking (ICN) has emerged as a solution 
to accommodate this surge in traffic by leveraging caching. 
Collaborative caching within ICN is pivotal for enhancing 
network performance and reducing content distribution costs. 
However, current pricing strategies on the Internet do not align 
with ICN interconnection incentives. This paper delves into the 
economic incentive caching of free content among various types 
of ICN providers, including advertisers and Internet service 
providers (ISPs). Specifically, we employ game-theoretic models 
to analyze the interaction between providers within an ICN 
framework, where providers are incentivized to cache and share 
content. Content popularity is modeled using a generalized 
Zipf distribution. We formulate the interactions among ISPs as 
a non-cooperative game and, through mathematical analysis, 
establish the existence and uniqueness of the Nash equilibrium 
under certain conditions. Additionally, we propose an iterative 
and distributed algorithm based on best response dynamics to 
converge towards the equilibrium point. Numerical simulations 
demonstrate that our proposed game models yield a win-
win solution, showcasing the effectiveness of our approach in 
incentivizing collaborative caching of free content within ICN.

Index Terms—Pricing, ICN, ISP, Caching, advertisers, Nash 
equilibrium, Game Theory.
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I. INTRODUCTION

Since its inception in the 1960s, the Internet has increasingly
become integral to people’s lives. Currently, the predominant
mode of content delivery involves distributing content from
a single source to multiple users (similar to multicast), fa-
cilitating the dissemination of multimedia files from creators
(such as Netflix, IPTV, and various websites) and the sharing
of user-generated content on platforms like Facebook, Weibo,
YouTube, and Youku. The exponential growth in users and
service demands has led to significant improvements in the
backbone network infrastructure, including the deployment of
numerous routers, high-speed transmission technologies, and
private network systems. These enhancements aim to achieve
more efficient data delivery across the Internet [1].

Traditionally, content delivery has relied on the client-
server model. However, a key solution that offers superior
performance in terms of lower access latency, higher data
transfer rates, and reduced costs compared to the client-server
model involves moving content from the original server to the
edge of the Internet, known as a local replica server. A prime
example of this approach is the Content Delivery Network
(CDN) using IP multicast, which addresses the core challenge
of Internet infrastructure [2]. CDN works by distributing
content from the original server to end-users via replica servers
strategically placed across the network, alleviating backbone
network congestion and enhancing service quality. Content
stored and served through replica servers is meticulously
selected to achieve near 100% hit rates in some instances.
Consequently, CDN implementation can significantly reduce
access delays, boost content distribution rates, and minimize
network bandwidth utilization [3][4][5].
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As network traffic continues to escalate and quality of
service (QoS) demands become more complex, maintaining
optimal CDN performance has become costly due to the need
for a large number of edge servers and ongoing operational
expenses [6]. Additionally, the agility of server deployment
is limited, resulting in prolonged setup times and challenges
in selecting appropriate locations with sufficient capacities.
A significant drawback of CDN is the lack of real-time
network condition information, leading to suboptimal user
assignment decisions and exacerbating network bottlenecks
[7][8]. The rapid surge in network traffic has strained existing
CDN systems, highlighting limitations in IT infrastructure and
storage space availability.

ICN is gaining momentum as a prospective Internet frame-
work, representing a departure from host-centric communica-
tion towards user-driven data retrieval [9]. Its inception can be
traced back to TRIAC, as proposed by Cheriton and Gritter
in 2000. Subsequent advancements include the development of
Data-Oriented Network Architecture (DONA) by [10]. Related
technologies such as Content-Centric Networking (CCN) and
Named Data Networking (NDN) complement ICN’s objec-
tives. In ICN, users prioritize the content itself over its origin
[11]. This stems from a recognition that contemporary Internet
usage increasingly emphasizes data dissemination rather than
host-to-host communication. ICN thus aims to address this
trend by offering a new, more efficient model. Interest-oriented
networking within ICN utilizes dynamic content caching at
the network layer, facilitating reliable and scalable content
delivery. This approach accelerates the timely provision of
information to end-users. However, there are diverse ap-
proaches to ICN distribution strategies, with ongoing research
exploring various means to overcome additional challenges
in Internet architecture, such as mobility management and
security enforcement [12]. A fundamental aspect of ICN is its
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utilization of in-network caching to enhance the efficiency of
content dissemination and information retrieval across network
entities. From a caching perspective, ICN cache exhibits
distinct characteristics such as transparency to applications,
ubiquity, and fine-grained content caching, setting it apart from
conventional Web and CDN caching methods [13][14][15].

In-network caching is recognized for its potential to yield
advantages for users, ISPs, and content providers (CPs). By
caching content on nearby routers, users can experience re-
duced delays in accessing content, consequently enhancing
their overall quality of experience. Viewed from the ISP’s
standpoint, in-network caching offers the benefit of reducing
outgoing traffic directed towards neighboring ISPs or content
providers, thereby decreasing overall bandwidth consumption.
Consequently, studies [16][17][18] advocate for ISPs to im-
plement infrastructures equipped with built-in caching capa-
bilities. Furthermore, for content providers, fulfilling requests
from the on-path caching router can alleviate the burden
on the content provider, conserve bandwidth resources, and
mitigate network congestion. Particularly noteworthy is that in
situations where the content provider experiences temporary
downtime, the network’s built-in content store can continue
delivering content to users, thereby bolstering the network’s
resilience to some extent.

Given the pivotal role of in-network caching in ICN, schol-
ars have devoted considerable attention to content caching
and distribution. A key consensus emphasizes the necessity
for various ICNs to collaborate to enhance overall network
performance. However, due to the self-interested nature of ICN
entities (such as ISPs and CPs), these entities may refrain from
caching or forwarding data, and ISPs may hesitate to deploy
ICN if profitability is not assured. Therefore, to promote
content distribution and sharing, it becomes imperative to
identify a suitable win-win economic model that benefits all
entities involved.

In this study, we delve into caching free content, alongside
pricing and Quality of Service (QoS) strategies adopted by
ISPs, leveraging insights from content popularity. We explore
Nash strategies within a non-cooperative game framework
among the aforementioned entities, utilizing a probabilistic
model that assumes users’ requests conform to the generalized
Zipf distribution.

Our analysis rigorously establishes the existence and
uniqueness of Nash equilibrium in this non-cooperative game
among ISPs. This equilibrium signifies a stable state wherein
ISPs lack incentives to alter their strategies. Thus, our model
not only offers economic incentives for caching content but
also ensures the stability of the economy and fosters economic
growth. We substantiate our analysis with numerical results
demonstrating the mutual benefits accrued by both ISPs and
users through caching investment. These findings underscore
the viability of our approach in fostering symbiotic relation-
ships within the caching ecosystem.

The remainder of this paper is structured as follows. Section
2 provides an overview of related research. In Section 3, we
delineate the system model employed in our study. Section 4
is dedicated to formulating and analyzing the non-cooperative
game under consideration. Subsequently, Section 5 presents

the numerical results derived from our analysis. Finally, Sec-
tion 6 offers conclusions drawn from our findings.

II. RELATED WORK

The existing literature has investigated various issues per-
taining to caching within small cell networks, cloud radio
access networks, CPs, and ISPs. The authors in [19] introduced
two strategies for uplink transmission in distributed Beyond
Fifth Generation small cell networks. The initial scheme
prioritizes content matching to eradicate duplicate contents
within distributed caches. Meanwhile, the second scheme
reallocates non-duplicated cached contents among distributed
caches, considering their available space and content size.
These methods target boosting energy and spectral efficiency
by minimizing redundant uploads and optimizing distributed
content caching. Ultimately, the goal is to enhance content
delivery efficiency. In [20] the authors presented a coop-
erative caching strategy leveraging mobile prediction, and
social awareness to enable collaborative content decision-
making among edge devices. They utilized the long short-
term memory network to forecast vehicle trajectories, calculate
social relationships through content similarity and contact rates
among vehicle users to identify potential caching nodes, and
employ deep reinforcement learning to determine the ultimate
caching decision. In [21] the authors introduced a content-
centric network-based content transfer strategy tailored for
the vehicle-to-grid network. Specifically, they leveraged the
mobility patterns of Electric Vehicles to capture inter-contact
times between node pairs and devised a caching placement
scheme aimed at maximizing the content offloading ratio.

The authors in [22] tackled the vehicular service caching
issue by leveraging vehicle surroundings’ function-features
and transportation correlations. Initially, they utilized these
features to estimate service preferences, ensuring high hit
ratios for cached services. Subsequently, they framed the
vehicular service caching problem as a constrained optimiza-
tion challenge and devised a collaboration mechanism among
Roadside Units, utilizing transportation correlations from vehi-
cle trajectories. Finally, they introduced two vehicular service
caching techniques based on Gibbs sampling to optimize
network delays for vehicular services and mitigate the adverse
effects of vehicle mobility. The authors in [23] introduced a
labeled graph partitioning scheme for distributed edge caching,
which hinges on frequent query patterns. This scheme first
generates frequent query patterns from users’ historical query
subgraphs and then conducts labeled graph partitioning based
on these patterns. This ensures that the resulting labeled
graph, divided among edge servers, optimally serves frequent
user queries while maintaining a minimum edge cut. In
[24] the authors introduced a collaborative caching strategy
employing federated learning. Initially, federated learning is
employed to predict user preferences across distributed nodes,
enabling the development of an efficient content caching
policy. Subsequently, the allocation of caching resources to
optimize video provider costs is framed as a Markov decision
process, and a reinforcement learning approach is utilized to
optimize caching decisions. The authors in [25] proposed a
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video caching and transcoding strategy for delay-constrained
content delivery in multi-tier wireless networks. Particularly
for multimedia services whose content can be encoded into
multiple quality versions and consists of multiple chunks, they
presented an approach of caching chunks of an identical file
separately in different network layers with different qualities.
The authors decomposed the joint optimization problem into
caching and transcoding subproblems.

The authors in [26] developed a model considering the pref-
erences of both service providers and requesters to optimize
cache content sharing via content-centric network communica-
tions. They formulated a decentralized matching problem in-
corporating the joint transmit power of both content providers
and requesters. Lastly, the authors introduce a distributed blind
matching algorithm, implemented through a smart contract
deployed on the Ethereum network, thereby eliminating the
need for an intermediary authority. In [27] the authors ex-
plored the dynamic allocation of cache resources and price
determination problem within a caching system comprising
multiple content producers as buyers and multiple competing
ICN cache providers as sellers of caching resources. They
introduced a novel reverse auction-based caching and pricing
scheme designed to maximize the caching benefits for content
producers. The authors in [28] suggest an economic pricing
strategy to tackle caching resource management challenges
in 5G wireless networks, aiming to address limitations in
throughput, latency, and reliability. Furthermore, they explore
this approach through an oligopolistic multi-market framework
derived from Cournot, Stackelberg, and Bertrand models. In
[29] the authors explored the utilization of an in-network
caching model involving multiple CPs. They investigated the
collective objective of maximizing CPs’ profits and increasing
their market share to capture a substantial customer base. This
problem is modeled as a non-cooperative game among the
CPs. The authors in [30] delve into the dynamics between
users, ISPs, and CPs. Then they scrutinize the caching and
pricing strategies employed by each entity within the con-
text of Nash equilibrium. By comparing and analyzing these
strategies, they aimed to determine which charging model best
aligns with the requirements of network entities in the ICN
environment. In [31] the authors delve into a non-cooperative
game involving an ISP and a CP. Within this framework, the
ISP adjusts its caching strategy while the CP can influence
its pricing strategy. They notably highlight that the direction
of the side-payment (from the ISP to the CP) in an ICN
setup differs from that in the existing Internet model, which
follows a host-centric communication model. The authors in
[32] proposed an examination of the dynamic interactions
within a duopoly model featuring two ISPs. The competition
between these ISPs revolves around their pricing strategies and
the quantity of cached items, with both entities characterized
as bounded rational. In [33] the authors investigated and
analyzed the non-cooperative game dynamics between ISPs
and CPs within the context of ICN. They proposed establishing
peering links between access ISPs to facilitate collaborative
caching. Their findings indicate that cache allocation can
be reasonably managed based on end-user demand, allowing
each entity to determine an optimal pricing strategy according

to its equilibrium point. The authors in [16] characterized
content popularity using the generalized Zipf distribution and
employed a non-cooperative game framework to determine
caching and pricing strategies.

From a technical standpoint, ICN presents considerable
potential as a future network architecture. The successful
deployment of ICN hinges on the development of effective
pricing and caching mechanisms. While most existing research
has primarily focused on caching paid content, where ISPs
generate revenue from both network and content access, our
study fills a gap by exploring pricing and caching strategies for
free content. Using game theory and Nash equilibrium, we an-
alyze these interactions. Furthermore, our research introduces
an advertiser model to investigate the economic dynamics
between advertisers and ISPs, where ISPs earn revenue from
advertisers and network access. This approach offers a novel
perspective by concentrating on free content and the role of
advertisers, providing insights that extend beyond previous
studies.

III. PROBLEM MODELING

We examine a streamlined networking market featuring a
single CP, N ISPs, and a considerable number of users. In
this setup, all users can exclusively access the CP content
through the network infrastructure offered by their respective
ISP, with the CP serving as the content source for the users.
Figure 1 illustrates the financial transactions among diverse
entities at different price points. The network economy relies
on three key factors: pricing, caching, and QoS. Assuming
that each ISP has access to all content, it can choose to
cache either the entire requested content or a portion of it.
Consider L as the quantity of items sold by the CP. The
caching strategy implemented by each ISP is represented by
kil, where it assumes a value of 1 if ISPi opts to cache item
l, and 0 if ISPi chooses not to cache item l. Each ISPi

establishes two distinct prices: (1) the network price per unit
of data psj , for transporting the content to users; and (2) price
per attention pail

for advertising within the cached content.
Each ISPi assigns a bandwidth Ψi and promotes a QoS qsi
to users. In representing user behavior, we have assumed that
the demand for content at each ISP is a linear function of
the strategies employed by all ISPs. A detailed summary of
notations is presented in Table I.

𝒑𝒑𝒔𝒔𝟏𝟏 𝒑𝒑𝒔𝒔𝟐𝟐 𝒑𝒑𝒔𝒔𝑵𝑵

𝒑𝒑𝒂𝒂𝟏𝟏𝟏𝟏
𝒑𝒑𝒂𝒂𝟐𝟐𝟐𝟐 𝒑𝒑𝒂𝒂𝑵𝑵𝑵𝑵

𝒑𝒑𝒕𝒕𝟏𝟏 𝒑𝒑𝒕𝒕𝟐𝟐 𝒑𝒑𝒕𝒕𝑵𝑵
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TABLE I
SUMMARY OF NOTATION.

Notation Description
N Number of ISPs.
L The number of items the CP would sell.
Li Number of items that the CP sells to ISPi.
Mil Number of advertisers for item l in ISPi cache.
Bil Budget over a specified time frame (such as daily, weekly,

or monthly).
vil Valuation assigned by advertisers for item l, representing

their willingness to pay for ISPi advertisement slots.
v̄il Maximum value of vil.
psi Network access price of ISPi.
pail Price charged per attention by the ISPi for item l.
qsi Quality of service (QoS) of ISPi.
Dail Demand for attention from advertisers to the ISPi for

item l.
Cil Cost paid by ISPi for caching item l.
γi Backhaul bandwidth cost of ISPi.
pti Fee that the ISPi pays to the CP when requesting

content from it.
αj
i Sensitivity of ISPi to price psj of ISPj .

βj
i Sensitivity of ISPi to QoS qsj of ISPj .
di Total potential demand of users of ISPi.
Di Demand of ISPi.
Ψi Backhaul bandwidth of ISPi.
lη Rank of item l.
η Skewness of the popularity distribution.
χil Non-negative constant.
kil The caching strategy implemented by each ISP, where

kil = 1 if ISPi opts to cache item l, and kil = 0 if
ISPi chooses not to cache item l.

ISP Internet Service Provider.
CP Content provider.

A. Content Popularity

Let L denote the total number of free items provided by
CPs, with each item characterized by a measure of popularity
represented by the probability of requests for it. We adopt a
model where the popularity of content remains uniform across
all users. As observed in prior studies (e.g., [34] [35]), we
model the probability of requests using the generalized Zipf
distribution function, defined as follows:

ϕl = A−1l−η (1)

where A =
∑L

l=1 l
−η , l−η is the rank of item l − th, and

η is the skewness of the popularity distribution. Each item is
ranked according to their popularity, with item l representing
the l − th most popular item, where l = 1 denotes the most
popular item, and l = L represents the least popular item. The
reason we have used the generalized Zipf distribution function
is twofold: (1) experimental results show a reasonable fit to the
Zipf model, and (2) the generalized Zipf distribution function
offers analytical tractability [16].

B. Demand model

We define Di as the average demand from all users for
service of ISPi. The demand Di is a linear function of
the strategies employed by all ISPs. The linearity means
that the relationship between the demand and strategies is
proportional, i.e., a change in strategy will result in a directly
proportional change in demand. This simplifies the mathemat-
ical representation of the interactions between ISPs, making

it easier to model their competitive behavior. However, this
simplification is common in economic models to focus on
strategic interactions without the complexities of nonlinear
demand. In addtion, most paper in the literature model the
demande as a liniear function ([36], [37], [16]). The demand
Di is influenced by various factors including price psi , and
QoS qsi . Additionally, the demand function is affected by the
competitive landscape, taking into account the prices psj and
QoS qsj , j ̸= i offered by ISPj rivals of ISPi . Ultimately,
Di diminishes as the price psi rise, and grows with an increase
in the prices psj for j ̸= i. Conversely, it escalates with
an enhancement in QoS qsi , and declines in response to an
increase in QoS qsj for j ̸= i.

Subsequently, the demand functions Di are formulated as
follows:

Di = di − αi
ipsi + βi

iqsi +
N∑

j=1,j ̸=i

(
αj
ipsj − βj

i qsj

)
(2)

where di represents the potential demand from users. Here, αj
i

and βj
i are positive constants that denote, respectively, ISPj

sensitivity to the price and the QoS offered by ISPj .

Assumption 1 The sensitivity α verifies:

αi
i ≥

N∑
j=1,j ̸=i

αj
i (3)

The sensitivity β verifies:

βi
i ≥

N∑
j=1,j ̸=i

βj
i (4)

Assumption 1 is essential to guarantee the uniqueness of the
Nash equilibrium.

This paragraph delineates the economic interactions be-
tween advertisers and the ISPi concerning the content stored
in their cache. It discusses a scenario where there are Mil

advertisers for item l, each operating with a predetermined
budget Bil over a specified time frame (such as daily, weekly,
or monthly). Additionally, advertisers assign a valuation vil
of item l, representing their willingness to pay for ISPi

advertisement slots. The valuation vil of advertisers for item
l is typically considered private information, making it dif-
ficult to ascertain. However, we make the assumption that
we possess knowledge of the probability density function of
advertisers’ valuations, denoted as x(vil), defined over the
domain [0, v̄il]. Correspondingly, the cumulative distribution
function is denoted as X(vil). Additionally, we assume that
the valuations of all advertisers are independent and identically
distributed. Let pail

represent the price charged per attention
by the ISPi for item l. We define Dail

as the demand for
attention from advertisers to the ISPi for item l. Therefore,
Dail

can be represented as follows [38]:

Dail
=

MilBil

pail

prob(vil ≥ pail
) (5)

with prob(vil ≥ pail
) = 1−X(pail

)

Dail
=

MilBil

pail

(1−X(pail
)) (6)
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TABLE I
SUMMARY OF NOTATION.

Notation Description
N Number of ISPs.
L The number of items the CP would sell.
Li Number of items that the CP sells to ISPi.
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the l − th most popular item, where l = 1 denotes the most
popular item, and l = L represents the least popular item. The
reason we have used the generalized Zipf distribution function
is twofold: (1) experimental results show a reasonable fit to the
Zipf model, and (2) the generalized Zipf distribution function
offers analytical tractability [16].

B. Demand model

We define Di as the average demand from all users for
service of ISPi. The demand Di is a linear function of
the strategies employed by all ISPs. The linearity means
that the relationship between the demand and strategies is
proportional, i.e., a change in strategy will result in a directly
proportional change in demand. This simplifies the mathemat-
ical representation of the interactions between ISPs, making

it easier to model their competitive behavior. However, this
simplification is common in economic models to focus on
strategic interactions without the complexities of nonlinear
demand. In addtion, most paper in the literature model the
demande as a liniear function ([36], [37], [16]). The demand
Di is influenced by various factors including price psi , and
QoS qsi . Additionally, the demand function is affected by the
competitive landscape, taking into account the prices psj and
QoS qsj , j ̸= i offered by ISPj rivals of ISPi . Ultimately,
Di diminishes as the price psi rise, and grows with an increase
in the prices psj for j ̸= i. Conversely, it escalates with
an enhancement in QoS qsi , and declines in response to an
increase in QoS qsj for j ̸= i.

Subsequently, the demand functions Di are formulated as
follows:

Di = di − αi
ipsi + βi

iqsi +
N∑
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i qsj

)
(2)

where di represents the potential demand from users. Here, αj
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and βj
i are positive constants that denote, respectively, ISPj

sensitivity to the price and the QoS offered by ISPj .

Assumption 1 The sensitivity α verifies:
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i ≥
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j=1,j ̸=i
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i (3)

The sensitivity β verifies:

βi
i ≥

N∑
j=1,j ̸=i

βj
i (4)

Assumption 1 is essential to guarantee the uniqueness of the
Nash equilibrium.

This paragraph delineates the economic interactions be-
tween advertisers and the ISPi concerning the content stored
in their cache. It discusses a scenario where there are Mil

advertisers for item l, each operating with a predetermined
budget Bil over a specified time frame (such as daily, weekly,
or monthly). Additionally, advertisers assign a valuation vil
of item l, representing their willingness to pay for ISPi

advertisement slots. The valuation vil of advertisers for item
l is typically considered private information, making it dif-
ficult to ascertain. However, we make the assumption that
we possess knowledge of the probability density function of
advertisers’ valuations, denoted as x(vil), defined over the
domain [0, v̄il]. Correspondingly, the cumulative distribution
function is denoted as X(vil). Additionally, we assume that
the valuations of all advertisers are independent and identically
distributed. Let pail

represent the price charged per attention
by the ISPi for item l. We define Dail

as the demand for
attention from advertisers to the ISPi for item l. Therefore,
Dail

can be represented as follows [38]:

Dail
=

MilBil

pail

prob(vil ≥ pail
) (5)

with prob(vil ≥ pail
) = 1−X(pail

)

Dail
=

MilBil
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We assume that vil adheres to a uniform distribution within
the [0, v̄il] range. This means that every value within the range
[0, v̄il] is equally likely. In this case, vil can take any value be-
tween 0 and v̄il, with no preference for one value over another.
By assuming a uniform distribution, the model becomes easier
to work with mathematically. Uniform distributions often lead
to more straightforward calculations and analyses compared
to more complex or skewed distributions.

This assumption leads us to derive the expression for the
cumulative distribution function X(pail

) as

X(pail
) =

pail

vil
(7)

Subsequently, the demand Dail
takes the following form:

Dail
=

MilBil

pail

(1− pail

vil
) (8)

The optimal price pail
, is achieved when Dail

= (1 +
χilkil)ϕlDi:

Li∑
l=1

(1 + χilkil)ϕlDi =
MilBil

pail

(
1− pail

vil

)
(9)

Then

pail
=

MilBilvil

MilBil +
Li∑
l=1

(1 + χilkil)ϕlDivil

(10)

C. Utility

The net profit for ISPi is essentially the contrast between
the total revenue and the fee paid:

Ui =psi

Li∑
l=1

(1 + χilkil)Di +

Li∑
l=1

ϕl[kilpail
Dail

− ptiDi(1− kil)− Cilkil(1 + χilkil)Di]

− γi(Li −
Li∑
l=1

kil)Ψi (11)

where psi
∑Li

l=1(1 + χilkil)Di is the income generated from
network access. Recall that caching may serve as an incentive
to increase content consumption. The new content demand,
denoted as (1 + χilkil)Di, is influenced by the proportion of
cached content. The term χilkil represents the variation in
demand for the content from the ISP cache. Cil represents
the cost associated with caching item l. pti is the fee that
the ISP remits to the CP when seeking content, as the
direction of the side-payment (from the ISP to the CP) in an
ICN differs fundamentally from the current Internet model.∑Li

l=1 ϕlkilpail
Dail

is the revenue of ISPi from advertisers.∑Li

l=1 ϕlpti(1 + χilkil)Di(1 − kil) is the transmission fee.
Cilkil(1 + χilkil)Di is the caching cost. γi represents the
cost of unit backhaul bandwidth paid by ISPi. Ψi denotes
the backhaul bandwidth necessary to fulfill demand Di.
(Li−

∑Li

l=1 kil)Ψi is the backhaul bandwidth indispensable for
meeting the demand (Li −

∑Li

l=1 kil)Di. We present the QoS
as the expected delay, which is computed using the Kleinrock
function corresponding to the delay in an M/M/1 queue with

FIFO discipline or an M/G/1 queue under processor sharing,
as described in [36]. Similar to [36], instead of using the actual
delay, we consider its reciprocal of its square root :

qsi =
1√

Delayi
=

√√√√Ψi −
Li∑
l=1

(1 + χilkil)Di (12)

signifying that

Ψi = q2si +

Li∑
l=1

(1 + χilkil)Di (13)

By substituting equations (10) and (13) into equation (11), the
utility of ISPi becomes:

Ui = psi

Li∑
l=1

(1 + χilkil)Di +

Li∑
l=1

ϕl

[
BilMilvilkil(1 + χilkil)ϕlDi

BilMil +
Li∑
l=1

(1 + χilkil)ϕlDivil

− pti(1 + χilkil)Di(1− kil)− Cilkil(1 + χilkil)Di]

− γi(Li −
Li∑
l=1

kil)

(
q2si +

Li∑
l=1

(1 + χilkil)Di

)
(14)

IV. GAMES FORMULATION

The non-cooperative price QoS game is G =
[N , {Psi ,Qsi} , {Ui(.)}], where N = {1, ..., N} is
the set of ISPs, Psi is the price strategy set of ISPi

and Qsi is the QoS strategy set of ISPi. The strategy
spaces Psi and Qsi are compact and convex sets. Thus,
Psi =

[
p
si
, psi

]
and Qsi =

[
q
si
, qsi

]
. Let the price vector

ps = (ps1 , ..., psN )T ∈ PN
s = Ps1 ×Ps2 × ...×PsN , QoS

vector qs = (qs1 , ..., qsN )T ∈ QN
s = Qs1 ×Qs2 × ...×QsN .

Considering rationality of service providers, the Nash equi-
librium concept is the natural concept solution of the non-
cooperative price QoS game. We first will investigate the
Nash equilibrium solution for the induced game as defined
in the previous section. We will show that a Nash equilibrium
solution exists and is unique by using the theory of concave
games [39]. We recall that a non-cooperative game G is called
concave if all players’ utility functions are strictly concave
with respect to their corresponding strategies [39].

According to [39] a Nash equilibrium exists in a concave
game if the joint strategy space is compact and convex, and
the utility function that any given player seeks to maximize is
concave in its own strategy and continuous at every point in
the product strategy space. Formally, if the weighted sum of
the utility functions with non-negative weights:

Ξ =

N∑
i=1

xiUi (15)

is diagonally strictly concave, this implies that the Nash
equilibrium point is unique. The notion of diagonal strict
concavity means that an individual user has more control
over its utility function than the other users have on it, and
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is proven using the pseudo-gradient of the weighted sum of
utility functions, [39].

Acoriding to [40] if a concave game fulfills the dominance
solvability condition:

−∂2Ui

∂p2si
−

N
j=1,j ̸=i


∂2Ui

∂psi∂psj

 ≥ 0 (16)

the non-cooperative game G admits a unique Nash equilib-
rium.

A. Price game

The game G in price is defined for fixed qs ∈ Qs as
G(qs) = [N , {Psi}, {Ui(.,qs)}].

Definition 1 A price vector p∗
s = (p∗s1 , ..., p

∗
sN ) is a Nash

equilibrium of the game G(qs) if:

∀(i, psi) ∈ (N ,Psi), Ui(p
∗
si ,p

∗
s−i

,qs) ≥ Ui(psi ,p
∗
s−i

,qs)

Theorem 1 For each qs ∈ Qs, the game [N ,
{Psi}, {Ui(.,qs)}] admit a unique Nash Equilibrium.

The second order derivative of the utility with respect to the
prices is :

∂2Ui

∂p2si
= −2αi

i

Li
l=1

(1 + χilkil)

−
Li
l=1

ϕl




2(αi
i)

2B2
ilM

2
ilv

2
ilk

2
il(1 + χilkil)

2ϕ2
l

BilMil +
Li
l=1

(1 + χilkil)ϕlDivil

3


 ≤ 0

(17)

The second derivative of Ui is consistently negative, it signifies
the concavity of Ui and, consequently, assures the existence
of a Nash equilibrium point within the game G(qs).

We rely on the following proposition, applicable to concave
games [40]: In the case where a concave game fulfills the
dominance solvability condition:

−∂2Ui

∂p2si
−

N
j=1,j ̸=i


∂2Ui

∂psi∂psj

 ≥ 0 (18)

the game G(qs) admits a unique Nash equilibrium.
The mixed partial is written as:

∂2Ui

∂psi∂psj
= αj

i

Li
l=1

(1 + χilkil)

+

Li
l=1

ϕl




2αi
iα

j
iB

2
ilM

2
ilv

2
ilk

2
il(1 + χilkil)

2ϕ2
l

BilMil +
Li
l=1

(1 + χilkil)ϕlDivil

3


 ≥ 0

(19)

Then,

− ∂2Ui

∂p2si
−

N
j=1,j ̸=i


∂2Ui

∂psi∂psj

 = (2αi
i −

N
j=1,j ̸=i

αj
i )

×
Li
l=1

(1 + χilkil) + (αi
i −

N
j=1,j ̸=i

αj
i )

×
Li
l=1

ϕl




2(αi
i)B

2
ilM

2
ilv

2
ilk

2
il(1 + χilkil)

2ϕ2
l

BilMil +
Li
l=1

(1 + χilkil)ϕlDivil

3


 ≥ 0

(20)

Thus, the game G(qs) admits a unique Nash equilibrium. □

B. QoS game

The game G in QoS is defined for fixed ps ∈ Ps as
G(ps) = [N , {Qsi}, {Ui(ps, .)}].

Definition 2 A QoS vector q∗
s = (q∗s1 , ..., q

∗
sN ) is a Nash

equilibrium of the game G(ps) if:

∀(i, qsi) ∈ (N ,Qsi), Ui(ps, q
∗
si ,q

∗
s−i

) ≥ Ui(ps, qsi ,q
∗
s−i

)

Theorem 2 For each ps ∈ Ps, the game [N ,
{Qsi}, {Ui(ps, .)}] admit a unique Nash Equilibrium.

The second order derivative of the utility with respect to the
prices is :

∂2Ui

∂q2si
= −2γi(Li −

Li
l=1

kil) ≤ 0 (21)

The second derivative is negative, it signifies the concavity
of Ui and, consequently, assures the existence of a Nash
equilibrium point within the game G(p).

To demonstrate uniqueness, we adopt the approach outlined
in [39] and establish the weighted sum of utility:

ϑ (qsk , x) =

x1∇U1

�
qs1 , qs−1


, ..., xN∇UN

�
qsN , qs−N

T
(22)

The pseudo-gradient of (22) is

Ξ (qs, x) =
N
i=1

xiUi

�
qsi , qs−i


(23)

The Jacobian matrix J of the pseudo-gradient (23) is

J =




x1
∂2U1

∂q2s1
x1

∂2U1

∂qs1∂qs2
· · · x1

∂2U1

∂qs1∂qsN

x2
∂2U2

∂qs2∂qs1
x2

∂2U2

∂q2s2
· · · x2

∂2U2

∂qs2∂qsN

...
...

. . .
...

xN
∂2UN

∂qs1∂qs2
xN

∂2UN

∂qsN ∂qs2
· · · xN

∂2UN

∂q2sN




(24)
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is proven using the pseudo-gradient of the weighted sum of
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the non-cooperative game G admits a unique Nash equilib-
rium.

A. Price game

The game G in price is defined for fixed qs ∈ Qs as
G(qs) = [N , {Psi}, {Ui(.,qs)}].

Definition 1 A price vector p∗
s = (p∗s1 , ..., p

∗
sN ) is a Nash

equilibrium of the game G(qs) if:

∀(i, psi) ∈ (N ,Psi), Ui(p
∗
si ,p

∗
s−i

,qs) ≥ Ui(psi ,p
∗
s−i

,qs)

Theorem 1 For each qs ∈ Qs, the game [N ,
{Psi}, {Ui(.,qs)}] admit a unique Nash Equilibrium.

The second order derivative of the utility with respect to the
prices is :
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Li
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−
Li
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
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ilM
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ilv
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ilk

2
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
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The second derivative of Ui is consistently negative, it signifies
the concavity of Ui and, consequently, assures the existence
of a Nash equilibrium point within the game G(qs).

We rely on the following proposition, applicable to concave
games [40]: In the case where a concave game fulfills the
dominance solvability condition:

−∂2Ui
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−

N
j=1,j ̸=i


∂2Ui

∂psi∂psj

 ≥ 0 (18)

the game G(qs) admits a unique Nash equilibrium.
The mixed partial is written as:

∂2Ui
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= αj

i

Li
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+

Li
l=1
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

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j
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ilM

2
ilv

2
ilk

2
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Li
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3


 ≥ 0

(19)

Then,

− ∂2Ui

∂p2si
−

N
j=1,j ̸=i


∂2Ui

∂psi∂psj

 = (2αi
i −

N
j=1,j ̸=i

αj
i )

×
Li
l=1

(1 + χilkil) + (αi
i −

N
j=1,j ̸=i

αj
i )

×
Li
l=1

ϕl




2(αi
i)B

2
ilM

2
ilv

2
ilk

2
il(1 + χilkil)

2ϕ2
l
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Li
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(1 + χilkil)ϕlDivil

3


 ≥ 0

(20)

Thus, the game G(qs) admits a unique Nash equilibrium. □

B. QoS game

The game G in QoS is defined for fixed ps ∈ Ps as
G(ps) = [N , {Qsi}, {Ui(ps, .)}].

Definition 2 A QoS vector q∗
s = (q∗s1 , ..., q

∗
sN ) is a Nash

equilibrium of the game G(ps) if:

∀(i, qsi) ∈ (N ,Qsi), Ui(ps, q
∗
si ,q

∗
s−i

) ≥ Ui(ps, qsi ,q
∗
s−i

)

Theorem 2 For each ps ∈ Ps, the game [N ,
{Qsi}, {Ui(ps, .)}] admit a unique Nash Equilibrium.

The second order derivative of the utility with respect to the
prices is :

∂2Ui

∂q2si
= −2γi(Li −

Li
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The second derivative is negative, it signifies the concavity
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equilibrium point within the game G(p).
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Then
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(25)

where ri = γi(Li −
Li

l=1 kil).
We have J is negative definite and according to [39],

the functions ψ(qs, x) is diagonally strictly concave. Con-
sequently, the uniqueness of the Nash equilibrium point is
established. □

C. Learning Nash equilibrium

The best response algorithm, as outlined in [41], operates
through a series of rounds. In each round, starting from the
second onwards, each ISPs observes the prices (resp QoS) se-
lected by its adversaries in prior rounds. Subsequently, the ISP
incorporates these observed prices into its decision-making
process to adjust its own price. Algorithm 1 provides a concise
summary of the steps involved in the best response learning,
guiding each ISPs towards finding the Nash equilibrium.

Algorithm 1 Best response Algorithm
1: Initialize vectors ρ(0) = [ρ1(0), ..., ρN (0)] randomly;
2: For each ISPi at time instant t computes:

• ρi(t+ 1) = argmax
ρi∈Wi

(Ui(ρi(t))).

3: If ∀i ∈ N , |ρi(t+ 1)− ρi(t)| < ϵ, then STOP.
4: Else, t ← t+ 1 and go to step (2).

Such as:

• ρ denotes the vector price ps = (ps1 , ..., psN ) or vector
QoS qs = (qs1 , ..., qsN ).

• Wi denotes the policy profile price Psi or policy profile
QoS Qsi .

V. NUMERICAL ILLUSTRATION

In this section, we shift our focus towards leveraging
our analytical insights. Our strategy involves conducting a
numerical analysis of the gaming market, incorporating the
previously identified utility functions of the ISPs. To demon-
strate, we consider a network scenario that includes three ISPs
aiming to maximize their profits. Tables II and III present the
system parameter values and environment parameter settings
considered in this numerical study.

α1
1 = α2

2 = α3
3 αj

i , i ̸= j β1
1 = β2

2 = β3
3 βj

i
0.7 0.3 0.7 0.3
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= p
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1000 1 35 200
qs1 = qs2 = qs3 q

s1
= q

s2
= q

s3
M1 = M2 = M3 d2

1000 1 18 250
B1 = B2 = B3 v1 = v2 = v3 γ1 = γ2 = γ3 d3

1000 300 5 300
C1 = C2 = C3 pt1 = pt2 = pt3 χ1 = χ2 = χ3 η

8 10 4 0.8
ps1 = ps2 = ps3 qs1 = qs2 = qs3 N

300 250 3

TABLE II
PARAMETERS SETTING USED FOR NUMERICAL EXAMPLES.

Configuration Parameters
Operating System Windows 10 Pro 64-bit

Processor Intel(R) Core(TM) i5-6300U
CPU @ 2.40GHz, 4 cores

Memory 12 GB
Software MATLAB R2020b.

TABLE III
ENVIRONMENT PARAMETER SETTINGS.

0 1 2 3 4 5 6 7
0

50

100

150

200

250

Round

B
e

s
t 

R
e

s
p

o
n

s
e

 P
ri

c
e

 

 

p
s

1

*

p
s

2

*

p
s

3

*

Fig. 2. Achieving price at the Nash equilibrium point.

INFOCOMMUNICATIONS JOURNAL, VOL. 14, NO. 8, AUGUST 2015 7

Then

J =




−2r1 0 · · · 0

0 −2r2 · · · 0

...
...

. . .
...

0 0 · · · −2rN




(25)

where ri = γi(Li −
Li

l=1 kil).
We have J is negative definite and according to [39],

the functions ψ(qs, x) is diagonally strictly concave. Con-
sequently, the uniqueness of the Nash equilibrium point is
established. □

C. Learning Nash equilibrium

The best response algorithm, as outlined in [41], operates
through a series of rounds. In each round, starting from the
second onwards, each ISPs observes the prices (resp QoS) se-
lected by its adversaries in prior rounds. Subsequently, the ISP
incorporates these observed prices into its decision-making
process to adjust its own price. Algorithm 1 provides a concise
summary of the steps involved in the best response learning,
guiding each ISPs towards finding the Nash equilibrium.

Algorithm 1 Best response Algorithm
1: Initialize vectors ρ(0) = [ρ1(0), ..., ρN (0)] randomly;
2: For each ISPi at time instant t computes:

• ρi(t+ 1) = argmax
ρi∈Wi

(Ui(ρi(t))).

3: If ∀i ∈ N , |ρi(t+ 1)− ρi(t)| < ϵ, then STOP.
4: Else, t ← t+ 1 and go to step (2).

Such as:

• ρ denotes the vector price ps = (ps1 , ..., psN ) or vector
QoS qs = (qs1 , ..., qsN ).

• Wi denotes the policy profile price Psi or policy profile
QoS Qsi .

V. NUMERICAL ILLUSTRATION

In this section, we shift our focus towards leveraging
our analytical insights. Our strategy involves conducting a
numerical analysis of the gaming market, incorporating the
previously identified utility functions of the ISPs. To demon-
strate, we consider a network scenario that includes three ISPs
aiming to maximize their profits. Tables II and III present the
system parameter values and environment parameter settings
considered in this numerical study.

α1
1 = α2

2 = α3
3 αj

i , i ̸= j β1
1 = β2

2 = β3
3 βj

i
0.7 0.3 0.7 0.3

ps1 = ps2 = ps3 p
s1

= p
s2

= p
s3

L1 = L2 = L3 d1

1000 1 35 200
qs1 = qs2 = qs3 q

s1
= q

s2
= q

s3
M1 = M2 = M3 d2

1000 1 18 250
B1 = B2 = B3 v1 = v2 = v3 γ1 = γ2 = γ3 d3

1000 300 5 300
C1 = C2 = C3 pt1 = pt2 = pt3 χ1 = χ2 = χ3 η

8 10 4 0.8
ps1 = ps2 = ps3 qs1 = qs2 = qs3 N

300 250 3

TABLE II
PARAMETERS SETTING USED FOR NUMERICAL EXAMPLES.

Configuration Parameters
Operating System Windows 10 Pro 64-bit

Processor Intel(R) Core(TM) i5-6300U
CPU @ 2.40GHz, 4 cores

Memory 12 GB
Software MATLAB R2020b.

TABLE III
ENVIRONMENT PARAMETER SETTINGS.

0 1 2 3 4 5 6 7
0

50

100

150

200

250

Round

B
e
s
t 

R
e
s
p

o
n

s
e
 P

ri
c
e

 

 

p
s

1

*

p
s

2

*

p
s

3

*

Fig. 2. Achieving price at the Nash equilibrium point.

INFOCOMMUNICATIONS JOURNAL, VOL. 14, NO. 8, AUGUST 2015 7

Then

J =




−2r1 0 · · · 0

0 −2r2 · · · 0

...
...

. . .
...

0 0 · · · −2rN




(25)

where ri = γi(Li −
Li

l=1 kil).
We have J is negative definite and according to [39],

the functions ψ(qs, x) is diagonally strictly concave. Con-
sequently, the uniqueness of the Nash equilibrium point is
established. □

C. Learning Nash equilibrium

The best response algorithm, as outlined in [41], operates
through a series of rounds. In each round, starting from the
second onwards, each ISPs observes the prices (resp QoS) se-
lected by its adversaries in prior rounds. Subsequently, the ISP
incorporates these observed prices into its decision-making
process to adjust its own price. Algorithm 1 provides a concise
summary of the steps involved in the best response learning,
guiding each ISPs towards finding the Nash equilibrium.

Algorithm 1 Best response Algorithm
1: Initialize vectors ρ(0) = [ρ1(0), ..., ρN (0)] randomly;
2: For each ISPi at time instant t computes:

• ρi(t+ 1) = argmax
ρi∈Wi

(Ui(ρi(t))).

3: If ∀i ∈ N , |ρi(t+ 1)− ρi(t)| < ϵ, then STOP.
4: Else, t ← t+ 1 and go to step (2).

Such as:

• ρ denotes the vector price ps = (ps1 , ..., psN ) or vector
QoS qs = (qs1 , ..., qsN ).

• Wi denotes the policy profile price Psi or policy profile
QoS Qsi .

V. NUMERICAL ILLUSTRATION

In this section, we shift our focus towards leveraging
our analytical insights. Our strategy involves conducting a
numerical analysis of the gaming market, incorporating the
previously identified utility functions of the ISPs. To demon-
strate, we consider a network scenario that includes three ISPs
aiming to maximize their profits. Tables II and III present the
system parameter values and environment parameter settings
considered in this numerical study.

α1
1 = α2

2 = α3
3 αj

i , i ̸= j β1
1 = β2

2 = β3
3 βj

i
0.7 0.3 0.7 0.3

ps1 = ps2 = ps3 p
s1

= p
s2

= p
s3

L1 = L2 = L3 d1

1000 1 35 200
qs1 = qs2 = qs3 q

s1
= q

s2
= q

s3
M1 = M2 = M3 d2

1000 1 18 250
B1 = B2 = B3 v1 = v2 = v3 γ1 = γ2 = γ3 d3

1000 300 5 300
C1 = C2 = C3 pt1 = pt2 = pt3 χ1 = χ2 = χ3 η

8 10 4 0.8
ps1 = ps2 = ps3 qs1 = qs2 = qs3 N

300 250 3

TABLE II
PARAMETERS SETTING USED FOR NUMERICAL EXAMPLES.

Configuration Parameters
Operating System Windows 10 Pro 64-bit

Processor Intel(R) Core(TM) i5-6300U
CPU @ 2.40GHz, 4 cores

Memory 12 GB
Software MATLAB R2020b.

TABLE III
ENVIRONMENT PARAMETER SETTINGS.

0 1 2 3 4 5 6 7
0

50

100

150

200

250

Round

B
e
s
t 

R
e
s
p

o
n

s
e
 P

ri
c
e

 

 

p
s

1

*

p
s

2

*

p
s

3

*

Fig. 2. Achieving price at the Nash equilibrium point.

INFOCOMMUNICATIONS JOURNAL, VOL. 14, NO. 8, AUGUST 2015 7

Then

J =




−2r1 0 · · · 0

0 −2r2 · · · 0

...
...

. . .
...

0 0 · · · −2rN




(25)

where ri = γi(Li −
Li

l=1 kil).
We have J is negative definite and according to [39],

the functions ψ(qs, x) is diagonally strictly concave. Con-
sequently, the uniqueness of the Nash equilibrium point is
established. □

C. Learning Nash equilibrium

The best response algorithm, as outlined in [41], operates
through a series of rounds. In each round, starting from the
second onwards, each ISPs observes the prices (resp QoS) se-
lected by its adversaries in prior rounds. Subsequently, the ISP
incorporates these observed prices into its decision-making
process to adjust its own price. Algorithm 1 provides a concise
summary of the steps involved in the best response learning,
guiding each ISPs towards finding the Nash equilibrium.

Algorithm 1 Best response Algorithm
1: Initialize vectors ρ(0) = [ρ1(0), ..., ρN (0)] randomly;
2: For each ISPi at time instant t computes:

• ρi(t+ 1) = argmax
ρi∈Wi

(Ui(ρi(t))).

3: If ∀i ∈ N , |ρi(t+ 1)− ρi(t)| < ϵ, then STOP.
4: Else, t ← t+ 1 and go to step (2).

Such as:

• ρ denotes the vector price ps = (ps1 , ..., psN ) or vector
QoS qs = (qs1 , ..., qsN ).

• Wi denotes the policy profile price Psi or policy profile
QoS Qsi .

V. NUMERICAL ILLUSTRATION

In this section, we shift our focus towards leveraging
our analytical insights. Our strategy involves conducting a
numerical analysis of the gaming market, incorporating the
previously identified utility functions of the ISPs. To demon-
strate, we consider a network scenario that includes three ISPs
aiming to maximize their profits. Tables II and III present the
system parameter values and environment parameter settings
considered in this numerical study.
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PARAMETERS SETTING USED FOR NUMERICAL EXAMPLES.

Configuration Parameters
Operating System Windows 10 Pro 64-bit

Processor Intel(R) Core(TM) i5-6300U
CPU @ 2.40GHz, 4 cores

Memory 12 GB
Software MATLAB R2020b.

TABLE III
ENVIRONMENT PARAMETER SETTINGS.
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Figures 2 and 3 illustrate the swift convergence towards
Nash equilibrium in terms of price and QoS. The rapid
convergence indicated by the low number of iterations required
highlights the efficiency of the system in stabilizing. This swift
adjustment suggests that ISPs quickly adapt their strategies
to reach a stable point where no single ISP can benefit by
unilaterally changing its strategy. Moreover, the presence and
uniqueness of the Nash equilibrium point confirm that the
system settles at a stable state where all ISPs’ strategies are
mutually optimal. This stability is crucial for predicting long-
term outcomes and for strategic decision-making in competi-
tive scenarios.
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Figures 4 and 5 provide insights into how Nash equilibrium
price and QoS are influenced by rising caching costs for
two ISPs. As the cost of caching content increases, ISPs
tend to raise their prices while simultaneously reducing QoS.
This trend arises because the higher expenses associated with
caching make it less financially viable for ISPs to maintain ex-
tensive caching. Consequently, ISPs are compelled to forward
more content requests to CP, which leads to higher transmis-
sion fees and greater backhaul bandwidth costs. To offset these
increased costs, ISPs increase their prices. Moreover, to man-
age the additional burden of backhaul bandwidth expenses,
ISPs lower the QoS they offer. These results underscore the
financial strain that increased caching costs impose on ISPs,
driving them to adjust their pricing strategies and QoS in
response. The figures highlight the delicate balance ISPs must
maintain between caching costs, pricing, and QoS to manage
operational expenses and remain competitive.
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highlights the efficiency of the system in stabilizing. This swift
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to reach a stable point where no single ISP can benefit by
unilaterally changing its strategy. Moreover, the presence and
uniqueness of the Nash equilibrium point confirm that the
system settles at a stable state where all ISPs’ strategies are
mutually optimal. This stability is crucial for predicting long-
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Figures 4 and 5 provide insights into how Nash equilibrium
price and QoS are influenced by rising caching costs for
two ISPs. As the cost of caching content increases, ISPs
tend to raise their prices while simultaneously reducing QoS.
This trend arises because the higher expenses associated with
caching make it less financially viable for ISPs to maintain ex-
tensive caching. Consequently, ISPs are compelled to forward
more content requests to CP, which leads to higher transmis-
sion fees and greater backhaul bandwidth costs. To offset these
increased costs, ISPs increase their prices. Moreover, to man-
age the additional burden of backhaul bandwidth expenses,
ISPs lower the QoS they offer. These results underscore the
financial strain that increased caching costs impose on ISPs,
driving them to adjust their pricing strategies and QoS in
response. The figures highlight the delicate balance ISPs must
maintain between caching costs, pricing, and QoS to manage
operational expenses and remain competitive.

INFOCOMMUNICATIONS JOURNAL, VOL. 14, NO. 8, AUGUST 2015 7

Then

J =




−2r1 0 · · · 0

0 −2r2 · · · 0

...
...

. . .
...

0 0 · · · −2rN




(25)

where ri = γi(Li −
Li

l=1 kil).
We have J is negative definite and according to [39],

the functions ψ(qs, x) is diagonally strictly concave. Con-
sequently, the uniqueness of the Nash equilibrium point is
established. □

C. Learning Nash equilibrium

The best response algorithm, as outlined in [41], operates
through a series of rounds. In each round, starting from the
second onwards, each ISPs observes the prices (resp QoS) se-
lected by its adversaries in prior rounds. Subsequently, the ISP
incorporates these observed prices into its decision-making
process to adjust its own price. Algorithm 1 provides a concise
summary of the steps involved in the best response learning,
guiding each ISPs towards finding the Nash equilibrium.

Algorithm 1 Best response Algorithm
1: Initialize vectors ρ(0) = [ρ1(0), ..., ρN (0)] randomly;
2: For each ISPi at time instant t computes:

• ρi(t+ 1) = argmax
ρi∈Wi

(Ui(ρi(t))).

3: If ∀i ∈ N , |ρi(t+ 1)− ρi(t)| < ϵ, then STOP.
4: Else, t ← t+ 1 and go to step (2).

Such as:

• ρ denotes the vector price ps = (ps1 , ..., psN ) or vector
QoS qs = (qs1 , ..., qsN ).

• Wi denotes the policy profile price Psi or policy profile
QoS Qsi .

V. NUMERICAL ILLUSTRATION

In this section, we shift our focus towards leveraging
our analytical insights. Our strategy involves conducting a
numerical analysis of the gaming market, incorporating the
previously identified utility functions of the ISPs. To demon-
strate, we consider a network scenario that includes three ISPs
aiming to maximize their profits. Tables II and III present the
system parameter values and environment parameter settings
considered in this numerical study.
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We have J is negative definite and according to [39],

the functions ψ(qs, x) is diagonally strictly concave. Con-
sequently, the uniqueness of the Nash equilibrium point is
established. □

C. Learning Nash equilibrium

The best response algorithm, as outlined in [41], operates
through a series of rounds. In each round, starting from the
second onwards, each ISPs observes the prices (resp QoS) se-
lected by its adversaries in prior rounds. Subsequently, the ISP
incorporates these observed prices into its decision-making
process to adjust its own price. Algorithm 1 provides a concise
summary of the steps involved in the best response learning,
guiding each ISPs towards finding the Nash equilibrium.

Algorithm 1 Best response Algorithm
1: Initialize vectors ρ(0) = [ρ1(0), ..., ρN (0)] randomly;
2: For each ISPi at time instant t computes:

• ρi(t+ 1) = argmax
ρi∈Wi

(Ui(ρi(t))).

3: If ∀i ∈ N , |ρi(t+ 1)− ρi(t)| < ϵ, then STOP.
4: Else, t ← t+ 1 and go to step (2).

Such as:

• ρ denotes the vector price ps = (ps1 , ..., psN ) or vector
QoS qs = (qs1 , ..., qsN ).

• Wi denotes the policy profile price Psi or policy profile
QoS Qsi .

V. NUMERICAL ILLUSTRATION

In this section, we shift our focus towards leveraging
our analytical insights. Our strategy involves conducting a
numerical analysis of the gaming market, incorporating the
previously identified utility functions of the ISPs. To demon-
strate, we consider a network scenario that includes three ISPs
aiming to maximize their profits. Tables II and III present the
system parameter values and environment parameter settings
considered in this numerical study.
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In Figures 6 and 7, we present the impact of bandwidth cost
on price and QoS at Nash equilibrium. It is observed that the
equilibrium price for both ISPs increases in response to higher
bandwidth costs. Conversely, the equilibrium QoS for all ISPs
decreases as the bandwidth cost rises. When the network
owner sets a lower cost for bandwidth, ISPs tend to invest
in more bandwidth to offer improved QoS and competitive
pricing. However, as bandwidth costs escalate, ISPs opt to
elevate their prices and reduce QoS to offset the increased
cost of bandwidth.
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Figures 8 and 9 reveal a significant relationship between
the number of cached items, network access price, and QoS.
As the number of items cached by ISPs increases, both the
network access price and QoS improve. This is because a
larger cache allows a greater proportion of content requests
to be fulfilled directly from the ISP’s cache, leading to lower
transmission fees and reduced bandwidth costs. With these
cost reductions, ISPs see an increase in revenue, which enables
them to lower their access prices. The lower prices, in turn,
attract more users, further boosting demand. Additionally, the
enhanced QoS resulting from a larger cache improves user
satisfaction and engagement. These findings underscore how
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Figures 2 and 3 illustrate the swift convergence towards
Nash equilibrium in terms of price and QoS. The rapid
convergence indicated by the low number of iterations required
highlights the efficiency of the system in stabilizing. This swift
adjustment suggests that ISPs quickly adapt their strategies
to reach a stable point where no single ISP can benefit by
unilaterally changing its strategy. Moreover, the presence and
uniqueness of the Nash equilibrium point confirm that the
system settles at a stable state where all ISPs’ strategies are
mutually optimal. This stability is crucial for predicting long-
term outcomes and for strategic decision-making in competi-
tive scenarios.
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Figures 4 and 5 provide insights into how Nash equilibrium
price and QoS are influenced by rising caching costs for
two ISPs. As the cost of caching content increases, ISPs
tend to raise their prices while simultaneously reducing QoS.
This trend arises because the higher expenses associated with
caching make it less financially viable for ISPs to maintain ex-
tensive caching. Consequently, ISPs are compelled to forward
more content requests to CP, which leads to higher transmis-
sion fees and greater backhaul bandwidth costs. To offset these
increased costs, ISPs increase their prices. Moreover, to man-
age the additional burden of backhaul bandwidth expenses,
ISPs lower the QoS they offer. These results underscore the
financial strain that increased caching costs impose on ISPs,
driving them to adjust their pricing strategies and QoS in
response. The figures highlight the delicate balance ISPs must
maintain between caching costs, pricing, and QoS to manage
operational expenses and remain competitive.
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Figures 2 and 3 illustrate the swift convergence towards
Nash equilibrium in terms of price and QoS. The rapid
convergence indicated by the low number of iterations required
highlights the efficiency of the system in stabilizing. This swift
adjustment suggests that ISPs quickly adapt their strategies
to reach a stable point where no single ISP can benefit by
unilaterally changing its strategy. Moreover, the presence and
uniqueness of the Nash equilibrium point confirm that the
system settles at a stable state where all ISPs’ strategies are
mutually optimal. This stability is crucial for predicting long-
term outcomes and for strategic decision-making in competi-
tive scenarios.
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Figures 4 and 5 provide insights into how Nash equilibrium
price and QoS are influenced by rising caching costs for
two ISPs. As the cost of caching content increases, ISPs
tend to raise their prices while simultaneously reducing QoS.
This trend arises because the higher expenses associated with
caching make it less financially viable for ISPs to maintain ex-
tensive caching. Consequently, ISPs are compelled to forward
more content requests to CP, which leads to higher transmis-
sion fees and greater backhaul bandwidth costs. To offset these
increased costs, ISPs increase their prices. Moreover, to man-
age the additional burden of backhaul bandwidth expenses,
ISPs lower the QoS they offer. These results underscore the
financial strain that increased caching costs impose on ISPs,
driving them to adjust their pricing strategies and QoS in
response. The figures highlight the delicate balance ISPs must
maintain between caching costs, pricing, and QoS to manage
operational expenses and remain competitive.
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Figures 2 and 3 illustrate the swift convergence towards
Nash equilibrium in terms of price and QoS. The rapid
convergence indicated by the low number of iterations required
highlights the efficiency of the system in stabilizing. This swift
adjustment suggests that ISPs quickly adapt their strategies
to reach a stable point where no single ISP can benefit by
unilaterally changing its strategy. Moreover, the presence and
uniqueness of the Nash equilibrium point confirm that the
system settles at a stable state where all ISPs’ strategies are
mutually optimal. This stability is crucial for predicting long-
term outcomes and for strategic decision-making in competi-
tive scenarios.
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Figures 4 and 5 provide insights into how Nash equilibrium
price and QoS are influenced by rising caching costs for
two ISPs. As the cost of caching content increases, ISPs
tend to raise their prices while simultaneously reducing QoS.
This trend arises because the higher expenses associated with
caching make it less financially viable for ISPs to maintain ex-
tensive caching. Consequently, ISPs are compelled to forward
more content requests to CP, which leads to higher transmis-
sion fees and greater backhaul bandwidth costs. To offset these
increased costs, ISPs increase their prices. Moreover, to man-
age the additional burden of backhaul bandwidth expenses,
ISPs lower the QoS they offer. These results underscore the
financial strain that increased caching costs impose on ISPs,
driving them to adjust their pricing strategies and QoS in
response. The figures highlight the delicate balance ISPs must
maintain between caching costs, pricing, and QoS to manage
operational expenses and remain competitive.
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Figures 2 and 3 illustrate the swift convergence towards
Nash equilibrium in terms of price and QoS. The rapid
convergence indicated by the low number of iterations required
highlights the efficiency of the system in stabilizing. This swift
adjustment suggests that ISPs quickly adapt their strategies
to reach a stable point where no single ISP can benefit by
unilaterally changing its strategy. Moreover, the presence and
uniqueness of the Nash equilibrium point confirm that the
system settles at a stable state where all ISPs’ strategies are
mutually optimal. This stability is crucial for predicting long-
term outcomes and for strategic decision-making in competi-
tive scenarios.
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Figures 4 and 5 provide insights into how Nash equilibrium
price and QoS are influenced by rising caching costs for
two ISPs. As the cost of caching content increases, ISPs
tend to raise their prices while simultaneously reducing QoS.
This trend arises because the higher expenses associated with
caching make it less financially viable for ISPs to maintain ex-
tensive caching. Consequently, ISPs are compelled to forward
more content requests to CP, which leads to higher transmis-
sion fees and greater backhaul bandwidth costs. To offset these
increased costs, ISPs increase their prices. Moreover, to man-
age the additional burden of backhaul bandwidth expenses,
ISPs lower the QoS they offer. These results underscore the
financial strain that increased caching costs impose on ISPs,
driving them to adjust their pricing strategies and QoS in
response. The figures highlight the delicate balance ISPs must
maintain between caching costs, pricing, and QoS to manage
operational expenses and remain competitive.
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Figures 4 and 5 provide insights into how Nash equilibrium
price and QoS are influenced by rising caching costs for
two ISPs. As the cost of caching content increases, ISPs
tend to raise their prices while simultaneously reducing QoS.
This trend arises because the higher expenses associated with
caching make it less financially viable for ISPs to maintain ex-
tensive caching. Consequently, ISPs are compelled to forward
more content requests to CP, which leads to higher transmis-
sion fees and greater backhaul bandwidth costs. To offset these
increased costs, ISPs increase their prices. Moreover, to man-
age the additional burden of backhaul bandwidth expenses,
ISPs lower the QoS they offer. These results underscore the
financial strain that increased caching costs impose on ISPs,
driving them to adjust their pricing strategies and QoS in
response. The figures highlight the delicate balance ISPs must
maintain between caching costs, pricing, and QoS to manage
operational expenses and remain competitive.
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In Figures 6 and 7, we present the impact of bandwidth cost
on price and QoS at Nash equilibrium. It is observed that the
equilibrium price for both ISPs increases in response to higher
bandwidth costs. Conversely, the equilibrium QoS for all ISPs
decreases as the bandwidth cost rises. When the network
owner sets a lower cost for bandwidth, ISPs tend to invest
in more bandwidth to offer improved QoS and competitive
pricing. However, as bandwidth costs escalate, ISPs opt to
elevate their prices and reduce QoS to offset the increased
cost of bandwidth.
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Fig. 9. Equilibrium QoS as a function of the number of cached items.

Figures 8 and 9 reveal a significant relationship between
the number of cached items, network access price, and QoS.
As the number of items cached by ISPs increases, both the
network access price and QoS improve. This is because a
larger cache allows a greater proportion of content requests
to be fulfilled directly from the ISP’s cache, leading to lower
transmission fees and reduced bandwidth costs. With these
cost reductions, ISPs see an increase in revenue, which enables
them to lower their access prices. The lower prices, in turn,
attract more users, further boosting demand. Additionally, the
enhanced QoS resulting from a larger cache improves user
satisfaction and engagement. These findings underscore how
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In Figures 6 and 7, we present the impact of bandwidth cost
on price and QoS at Nash equilibrium. It is observed that the
equilibrium price for both ISPs increases in response to higher
bandwidth costs. Conversely, the equilibrium QoS for all ISPs
decreases as the bandwidth cost rises. When the network
owner sets a lower cost for bandwidth, ISPs tend to invest
in more bandwidth to offer improved QoS and competitive
pricing. However, as bandwidth costs escalate, ISPs opt to
elevate their prices and reduce QoS to offset the increased
cost of bandwidth.
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Figures 8 and 9 reveal a significant relationship between
the number of cached items, network access price, and QoS.
As the number of items cached by ISPs increases, both the
network access price and QoS improve. This is because a
larger cache allows a greater proportion of content requests
to be fulfilled directly from the ISP’s cache, leading to lower
transmission fees and reduced bandwidth costs. With these
cost reductions, ISPs see an increase in revenue, which enables
them to lower their access prices. The lower prices, in turn,
attract more users, further boosting demand. Additionally, the
enhanced QoS resulting from a larger cache improves user
satisfaction and engagement. These findings underscore how
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In Figures 6 and 7, we present the impact of bandwidth cost
on price and QoS at Nash equilibrium. It is observed that the
equilibrium price for both ISPs increases in response to higher
bandwidth costs. Conversely, the equilibrium QoS for all ISPs
decreases as the bandwidth cost rises. When the network
owner sets a lower cost for bandwidth, ISPs tend to invest
in more bandwidth to offer improved QoS and competitive
pricing. However, as bandwidth costs escalate, ISPs opt to
elevate their prices and reduce QoS to offset the increased
cost of bandwidth.
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Figures 8 and 9 reveal a significant relationship between
the number of cached items, network access price, and QoS.
As the number of items cached by ISPs increases, both the
network access price and QoS improve. This is because a
larger cache allows a greater proportion of content requests
to be fulfilled directly from the ISP’s cache, leading to lower
transmission fees and reduced bandwidth costs. With these
cost reductions, ISPs see an increase in revenue, which enables
them to lower their access prices. The lower prices, in turn,
attract more users, further boosting demand. Additionally, the
enhanced QoS resulting from a larger cache improves user
satisfaction and engagement. These findings underscore how
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In Figures 6 and 7, we present the impact of bandwidth cost
on price and QoS at Nash equilibrium. It is observed that the
equilibrium price for both ISPs increases in response to higher
bandwidth costs. Conversely, the equilibrium QoS for all ISPs
decreases as the bandwidth cost rises. When the network
owner sets a lower cost for bandwidth, ISPs tend to invest
in more bandwidth to offer improved QoS and competitive
pricing. However, as bandwidth costs escalate, ISPs opt to
elevate their prices and reduce QoS to offset the increased
cost of bandwidth.
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Figures 8 and 9 reveal a significant relationship between
the number of cached items, network access price, and QoS.
As the number of items cached by ISPs increases, both the
network access price and QoS improve. This is because a
larger cache allows a greater proportion of content requests
to be fulfilled directly from the ISP’s cache, leading to lower
transmission fees and reduced bandwidth costs. With these
cost reductions, ISPs see an increase in revenue, which enables
them to lower their access prices. The lower prices, in turn,
attract more users, further boosting demand. Additionally, the
enhanced QoS resulting from a larger cache improves user
satisfaction and engagement. These findings underscore how
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In Figures 6 and 7, we present the impact of bandwidth cost
on price and QoS at Nash equilibrium. It is observed that the
equilibrium price for both ISPs increases in response to higher
bandwidth costs. Conversely, the equilibrium QoS for all ISPs
decreases as the bandwidth cost rises. When the network
owner sets a lower cost for bandwidth, ISPs tend to invest
in more bandwidth to offer improved QoS and competitive
pricing. However, as bandwidth costs escalate, ISPs opt to
elevate their prices and reduce QoS to offset the increased
cost of bandwidth.
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Figures 8 and 9 reveal a significant relationship between
the number of cached items, network access price, and QoS.
As the number of items cached by ISPs increases, both the
network access price and QoS improve. This is because a
larger cache allows a greater proportion of content requests
to be fulfilled directly from the ISP’s cache, leading to lower
transmission fees and reduced bandwidth costs. With these
cost reductions, ISPs see an increase in revenue, which enables
them to lower their access prices. The lower prices, in turn,
attract more users, further boosting demand. Additionally, the
enhanced QoS resulting from a larger cache improves user
satisfaction and engagement. These findings underscore how
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increasing the cache size can create a positive feedback loop:
it reduces costs, allows for lower pricing, improves QoS, and
ultimately drives greater user demand and revenue for ISPs.
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Fig. 10. Equilibrium price as a function of the quantity of advertisers.
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Fig. 11. Equilibrium QoS as a function of the quantity of advertisers.

Figures 10 and 11 illustrate the impact of the number of
advertisers on QoS and pricing for ISPs. As the number of
advertisers increases, both QoS improves and prices decrease.
This trend occurs because a higher number of advertisers gen-
erates more advertising revenue for the ISPs. With increased
income from ads, ISPs are able to invest more in enhancing
their QoS, leading to better QoS for users. Additionally, the
increased revenue enables ISPs to lower their prices, making

their services more attractive to users. This relationship aligns
with real-world scenarios where greater advertising revenue
provides ISPs with the financial flexibility to improve QoS
and adjust pricing strategies to boost user demand and com-
petitiveness.
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Fig. 13. Equilibrium QoS as a function of the transmission price.

Figures 12 and 13 illustrate the impact of transmission price
on both the pricing and QoS provided by three ISPs. The
data show that as the transmission price rises, ISPs reduce
their prices and improve QoS. This counterintuitive outcome
occurs because higher transmission prices lead to increased
revenue from transmission fees, which boosts the ISPs’ overall
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Figures 10 and 11 illustrate the impact of the number of
advertisers on QoS and pricing for ISPs. As the number of
advertisers increases, both QoS improves and prices decrease.
This trend occurs because a higher number of advertisers gen-
erates more advertising revenue for the ISPs. With increased
income from ads, ISPs are able to invest more in enhancing
their QoS, leading to better QoS for users. Additionally, the
increased revenue enables ISPs to lower their prices, making

their services more attractive to users. This relationship aligns
with real-world scenarios where greater advertising revenue
provides ISPs with the financial flexibility to improve QoS
and adjust pricing strategies to boost user demand and com-
petitiveness.
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Figures 12 and 13 illustrate the impact of transmission price
on both the pricing and QoS provided by three ISPs. The
data show that as the transmission price rises, ISPs reduce
their prices and improve QoS. This counterintuitive outcome
occurs because higher transmission prices lead to increased
revenue from transmission fees, which boosts the ISPs’ overall
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Figures 10 and 11 illustrate the impact of the number of
advertisers on QoS and pricing for ISPs. As the number of
advertisers increases, both QoS improves and prices decrease.
This trend occurs because a higher number of advertisers gen-
erates more advertising revenue for the ISPs. With increased
income from ads, ISPs are able to invest more in enhancing
their QoS, leading to better QoS for users. Additionally, the
increased revenue enables ISPs to lower their prices, making

their services more attractive to users. This relationship aligns
with real-world scenarios where greater advertising revenue
provides ISPs with the financial flexibility to improve QoS
and adjust pricing strategies to boost user demand and com-
petitiveness.
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Figures 12 and 13 illustrate the impact of transmission price
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Figures 10 and 11 illustrate the impact of the number of
advertisers on QoS and pricing for ISPs. As the number of
advertisers increases, both QoS improves and prices decrease.
This trend occurs because a higher number of advertisers gen-
erates more advertising revenue for the ISPs. With increased
income from ads, ISPs are able to invest more in enhancing
their QoS, leading to better QoS for users. Additionally, the
increased revenue enables ISPs to lower their prices, making
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occurs because higher transmission prices lead to increased
revenue from transmission fees, which boosts the ISPs’ overall
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income. With greater financial resources, ISPs can afford to
lower their access prices, making their services more attractive
to consumers. Simultaneously, they invest more in bandwidth
and infrastructure to enhance QoS. This dual strategy aims
to maximize user demand by providing better QoS at lower
prices, demonstrating how revenue from transmission fees
can be leveraged to benefit users and improve competitive
positioning.

VI. CONCLUSION

In this paper, we established an analytical framework to
study the distribution of accessible content within an ICN
environment encompassing multiple ISPs and advertisers.
The interactions among ISPs were examined through a non-
cooperative game, where each ISP has control over the amount
of free content cached in the network and can adjust its
strategies, including network access price and QoS. We as-
sumed that the popularity of content adheres to a generalized
Zipf distribution. We rigorously proved the existence and
uniqueness of the Nash equilibrium in a competitive ICN
market. This finding is significant as it suggests that a stable
solution, accompanied by suitable economic incentives for
collaborative caching, is attainable within the ICN paradigm.
Furthermore, we outlined a learning mechanism enabling each
ISP to swiftly and accurately discover its equilibrium policies.
Our simulation results underscored the benefits of caching
investment for both ISPs and end-users, demonstrating the
efficacy of our proposed approach in fostering mutually ad-
vantageous outcomes within the ICN ecosystem. Results from
this work can be further extended to more general network
scenarios, particularly when considering non-linear demand
and when valuation follows a normal distribution.
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strategies, including network access price and QoS. We as-
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market. This finding is significant as it suggests that a stable
solution, accompanied by suitable economic incentives for
collaborative caching, is attainable within the ICN paradigm.
Furthermore, we outlined a learning mechanism enabling each
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Our simulation results underscored the benefits of caching
investment for both ISPs and end-users, demonstrating the
efficacy of our proposed approach in fostering mutually ad-
vantageous outcomes within the ICN ecosystem. Results from
this work can be further extended to more general network
scenarios, particularly when considering non-linear demand
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Abstract—Dementia is a neurodegenerative disease affecting 
millions worldwide, leading to cognitive decline and difficulties 
in daily activities. Music-based interventions offer a promis-
ing, cost-effective, non-pharmacological approach to improving 
quality of life for people with dementia. However, understanding 
both preferred and familiar music, as well as individual music 
affinity, is crucial to avoid overstimulation and ensure meaning-
ful engagement. Developing a protocol for musical anamnesis, 
which gathers a patient’s musical history and hearing health, 
demands significant manual effort and expertise, limiting its 
scalability. An automated approach could enhance the sustain-
ability of music-based therapy by reducing therapist time while 
maintaining relevance and preference evaluation. Here, we in-
troduce Automated Musical Anamnesis (AMA), a personalized, 
scalable intervention combining interdisciplinary methods to 
support people with dementia.

Index Terms—Dementia, P4 Medicine, Music Therapy, Digital 
Therapeutics, Music information retrieval
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Abstract—Dementia is a neurodegenerative disease affecting
millions worldwide, leading to cognitive decline and difficulties
in daily activities. Music-based interventions offer a promising,
cost-effective, non-pharmacological approach to improving qual-
ity of life for people with dementia. However, understanding
both preferred and familiar music, as well as individual music
affinity, is crucial to avoid overstimulation and ensure meaningful
engagement. Developing a protocol for musical anamnesis, which
gathers a patient’s musical history and hearing health, demands
significant manual effort and expertise, limiting its scalability. An
automated approach could enhance the sustainability of music-
based therapy by reducing therapist time while maintaining rele-
vance and preference evaluation. Here, we introduce Automated
Musical Anamnesis (AMA), a personalized, scalable intervention
combining interdisciplinary methods to support people with
dementia.

Index Terms—Dementia, P4 Medicine, Music Therapy, Digital
Therapeutics, Music information retrieval

I. INTRODUCTION

Dementia is a neurodegenerative condition that affects mil-
lions worldwide, leading to memory loss, cognitive decline,
and emotional dysregulation, which significantly reduce well-
being and quality of life while increasing family caregiver
distress [1]. Due to the limited efficacy and potential side
effects of medications, non-pharmacological, effective, scal-
able, and feasible interventions are now a priority. Music-based
interventions have emerged as a promising, cost-effective,
non-pharmacological approach for dementia patients by tap-
ping into preserved musical memories [2], [3]. These in-
terventions encompass various approaches, including music
therapy, where licensed music therapists design programs
involving active participation (e.g., instrumental play, singing)
or receptive engagement (e.g., listening). Another prevalent
practice involves the independent use of pre-recorded music
(music listening intervention) due to its accessibility and
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cost-effectiveness. Music listening interventions are not only
highly accepted but also easily implemented. However, stud-
ies suggest that such interventions must meet at least two
prerequisites for optimal application. First, they must engage
individual autobiographical musical memories, which requires
knowledge of both preferred and familiar music that can elicit
such memories. Second, and perhaps more importantly, an
individual’s affinity for music listening must be assessed to
ensure that under- or overexposure to music stimulation is
avoided, thereby guaranteeing high-quality listening experi-
ences. Additionally, with age-related hearing decline and the
prevalence of conditions such as tinnitus, hyperacusis, or hear-
ing loss—along with the potential use of hearing aids—extra
care must be taken to tailor music programs to the personal
needs of each patient.

Developing a successful protocol for musical anamnesis,
which involves gathering a patient’s musical history and hear-
ing health, demands substantial manual effort and expertise,
making it challenging to ensure scalability. Traditional anam-
nesis methods rely on direct interviews or questionnaires [4],
[5]. Consequently, there is considerable potential for improve-
ment in this area, leveraging both therapeutic expertise and
advancements in digital technology. Automating the process
of musical anamnesis can facilitate the collection and analysis
of vast amounts of data, incorporating personal preferences,
past musical experiences, and associated memories. This can
lead to a more precise and faster understanding of an in-
dividual’s musical preferences, enabling tailored therapeutic
interventions. Furthermore, automating the anamnesis process
can enhance personalization, adapting music-based therapy to
the specific needs and preferences of each dementia patient
while improving accuracy by minimizing human error and
bias.

Automated systems can analyze extensive musical databases
and generate personalized playlists or musical interventions
aligned with an individual’s background and emotional con-
nections to music. This level of personalization has the po-
tential to strengthen therapeutic effects and increase patient
engagement while improving accessibility to music-based in-
terventions for individuals with dementia, their family care-
givers, and healthcare professionals.

This paper outlines the potential of Automated Musical
Anamnesis (AMA) and demonstrates how AMA can con-
tribute to the effectiveness and sustainability of music-based
adjuvant therapies for dementia. Beyond establishing this
position, the paper aims to advance the field by presenting the
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cost-effectiveness. Music listening interventions are not only
highly accepted but also easily implemented. However, stud-
ies suggest that such interventions must meet at least two
prerequisites for optimal application. First, they must engage
individual autobiographical musical memories, which requires
knowledge of both preferred and familiar music that can elicit
such memories. Second, and perhaps more importantly, an
individual’s affinity for music listening must be assessed to
ensure that under- or overexposure to music stimulation is
avoided, thereby guaranteeing high-quality listening experi-
ences. Additionally, with age-related hearing decline and the
prevalence of conditions such as tinnitus, hyperacusis, or hear-
ing loss—along with the potential use of hearing aids—extra
care must be taken to tailor music programs to the personal
needs of each patient.

Developing a successful protocol for musical anamnesis,
which involves gathering a patient’s musical history and hear-
ing health, demands substantial manual effort and expertise,
making it challenging to ensure scalability. Traditional anam-
nesis methods rely on direct interviews or questionnaires [4],
[5]. Consequently, there is considerable potential for improve-
ment in this area, leveraging both therapeutic expertise and
advancements in digital technology. Automating the process
of musical anamnesis can facilitate the collection and analysis
of vast amounts of data, incorporating personal preferences,
past musical experiences, and associated memories. This can
lead to a more precise and faster understanding of an in-
dividual’s musical preferences, enabling tailored therapeutic
interventions. Furthermore, automating the anamnesis process
can enhance personalization, adapting music-based therapy to
the specific needs and preferences of each dementia patient
while improving accuracy by minimizing human error and
bias.

Automated systems can analyze extensive musical databases
and generate personalized playlists or musical interventions
aligned with an individual’s background and emotional con-
nections to music. This level of personalization has the po-
tential to strengthen therapeutic effects and increase patient
engagement while improving accessibility to music-based in-
terventions for individuals with dementia, their family care-
givers, and healthcare professionals.

This paper outlines the potential of Automated Musical
Anamnesis (AMA) and demonstrates how AMA can con-
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state of the art in music-based interventions while proposing
a novel combination of methods and tool support, detailed in
subsequent sections. Within this scope, the paper contributes
to the paradigm of P4 medicine (predict, prevent, personalize,
and participate) by emphasizing a personalized approach in
flexible environments and a data-driven foundation, potentially
enabling early detection and mitigation of symptoms in the
long run. The emergence of P4 medicine, which relies on
advanced sensors and low-cost digital instruments to build
a new healthcare ecosystem, presents a significant opportu-
nity with vast market potential for the European electronic
components and systems industry. This includes over 25,000
SME MedTech companies across Europe and forms part of
the strategic research agenda of the European ECS Industry
Associations [6].

Taken together, this convergence of various fields and
technological approaches—coined as a new digital real-
ity—highlights a compelling case for infocommunications [7].
The paper is structured as follows: Section II and Section
III review the state of the art in musical interventions for
dementia and musical anamnesis, respectively. Section IV
discusses relevant psychophysiological parameters and the
sensors used to measure them. Section V presents the proposed
computational modeling approach. Section VI explores the
tool support from a holistic user perspective. Finally, Section
VII highlights the societal relevance of the solution.

II. CURRENT STATUS OF MUSICAL INTERVENTION FOR
DEMENTIA

Dementia encompasses various degenerative and chronically
progressive brain disorders that result in memory impairments
as well as behavioral and psychological disturbances, often
accompanied by high comorbidity with conditions such as
depression and agitation.

Previous research suggests that music-based interventions
are associated with positive outcomes at both psychological
and physical levels. For instance, these interventions can elicit
positive emotions [8], [9], uplift mood [10], and induce both
arousing and relaxing experiences [11]–[13]. Furthermore,
they have been shown to alleviate stress and anxiety and are
linked to reduced cortisol levels [14]–[16]. These findings have
inspired the development of practical treatment programs for
adjuvant therapy targeting a broader spectrum of psychoso-
matic conditions and neurodegenerative illnesses [17].

The field of neurocognition provides valuable insights
into musical processing and its emotional effects, which of-
ten involve activation changes in the brain’s core emotion-
processing structures. These findings form a crucial basis
for understanding cerebral music processing and its poten-
tial clinical applications, particularly for patients with neu-
rodegenerative disorders [17]–[19]. Although no research has
specifically addressed dementia patients’ assessment of digital
media performance quality, relevant insights emerge from a
community project involving adolescents undergoing psychi-
atric treatment: In this project, Mozart’s works were arranged
innovatively with multimedia support from a collective of

artists. The intervention demonstrated individual benefits of
the arts for these adolescents, including reduced psychopatho-
logical symptoms, improved self-esteem, and better emotional
and behavioral regulation, including media consumption habits
[20].*

Regarding dementia, music-based interventions show ben-
eficial outcomes across various domains (see Fig. 1 for a
summarizing overview). Listening to individualized, person-
ally relevant music is particularly promising for dementia
patients, as it can elicit emotional responses and tap into
autobiographical memories tied to life experiences [2], [21],
[22]. Studies indicate that familiar receptive music, when com-
bined with cognitive training or physical exercise, improves
overall cognitive performance compared to standard treat-
ments. Notable improvements have been observed in attention,
executive functions, orientation, verbal memory, and episodic
memory. Additionally, these interventions have shown positive
effects on mood, reducing symptoms of agitation, anxiety, and
depression [2], [23].

However, the type of dementia may influence therapeutic
responses. For example, patients with frontotemporal degener-
ative dementia often struggle more with emotional associations
in music than those with Alzheimer’s disease. This suggests
that the effectiveness of interventions may vary based on the
specific type of dementia. It is hypothesized that cognitive
and emotional gains from music-based interventions may stem
from either music-induced dopamine release and activation of
the brain’s reward system or stimulation of the parasympa-
thetic nervous system [2]. Nevertheless, the causal relationship
between music-induced mood improvements and underlying
neurological changes remains unclear.

Imaging studies provide insights into the neurophysiolog-
ical mechanisms behind musical interventions in dementia
[17]. For example, research has shown that familiar music
activates the medial prefrontal cortex in healthy individuals,
and this brain region degenerates more slowly in Alzheimer’s
disease. This slower degeneration may explain why patients
with Alzheimer’s can recognize familiar songs and retrieve
personally significant episodic memories even in the later
stages of the disease [21], [24]–[26]. Additionally, King et
al. [27] using functional magnetic resonance imaging (fMRI),
demonstrated that listening to preferred music excerpts acti-
vates the supplementary motor area, a region associated with
memory for familiar music and less affected in the early
stages of Alzheimer’s. They also noted increased activity in
the cerebral cortex and cerebellum, which are associated with
sensory and attention-related functions.

In summary, existing evidence supports receptive music as
a positive factor in the treatment of dementia. However, the
development of a standardized protocol for musical anamnesis

*”How to Find Myself Through Mozart”: A project by Katarzyna
Grebosz-Haring and Belinda Plattner in cooperation with the inter-university
institution “Wissenschaft & Kunst” of the Paris Lodron University Salzburg
and the University Mozarteum Salzburg, as well as the University Clinic for
Child and Adolescent Psychiatry of the Paracelsus Medical Private University
and the art collective “gold extra”
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Fig. 1: Mechanisms and processes of music interventions in dementia patients. RCS: Recreational choir singing, GMT: Group
music therapy

remains essential to ensure the effectiveness and scalability of
these interventions.

III. ANAMNESIS AS A PROCESS: STATE OF THE ART

Anamnesis in music-based interventions aims to gather
information about a patient’s individual music preferences,
performing history, and habits. By understanding these pref-
erences, an appropriate selection of music and environmental
factors can be prepared for subsequent music listening ses-
sions. Typically, anamnesis is conducted through interviews
and questionnaires, either via telephone or face-to-face, to
identify personally relevant music for each individual. This
information may be collected from family members, nursing
staff, or directly from participants, provided they can articulate
their preferences. Additionally, short clips of musical selec-
tions—representing genres, artists, or songs suggested in the
questionnaire—may be played to the individuals. Patients are
then observed for behavioral indicators such as straightening of
posture, increased alertness, engagement, smiling, or moving
to the rhythm of the music [28]–[30]. Relevant information
includes favorite songs and artists, preferred musical genres
and styles, and favored musical epochs. For patients with
dementia, the primary focus is on music activation programs
rather than the conventional quality of musical performance.
This approach often requires extensive effort and may neces-
sitate multiple sessions. When patients are unable to express
their preferences or emotional associations verbally, trained
therapists must rely on non-verbal behavior and body signals
to draw conclusions. It is evident that achieving success in
this area demands substantial individualized counseling time.
Depending on the communicative abilities of the patient,
information from proxies such as relatives or caregivers should
also be considered in constructing appropriate playlists. In
cases where such information is unavailable, research on
autobiographical musical memory can help identify music that
the patient might recognize or respond to. The advent of music
streaming services has further facilitated this process, enabling

immediate access to and selection of music without logistical
challenges.

IV. MAKING USE OF METHODS: PSYCHO-PHYSIOLOGY
AND SENSORICS

As outlined above, there is extensive evidence supporting
the use of music-based interventions as adjuvant therapy.
The integration of digital information technology introduces
the potential for scaling these interventions, enabling broader
accessibility to larger target groups in less time. Consequently,
the upcoming sections present a tool support framework for
AMA, detailing methods and technologies from various do-
mains. This approach leverages cognitive abilities and digital
tools to augment or substitute lost capabilities. It integrates
technological and psychological expertise, along with specific
requirements, as a prerequisite for clinical trials. This entails
a psycho-physiological approach to measure cognitive and
emotional states, translating these into parameters used to
describe retrievable features of music. The methods it builds
on and components required will be described in the fol-
lowing. The automated interpretation of cognitive capabilities
requires the sensor-based assessment of associated somatic and
behavioral expressions, comprising psycho-physiological and
behavioral indicators: Psycho-physiological indicators, such
as heart rate variability (HRV), skin conductance, and blood
pressure, etc., correlate with attentional mechanisms and emo-
tions, providing insights into arousal and valence [31], [32].
These measures exploit the body’s physical reactions during
or in response to cognitive activities, offering continuous
data for noninvasive and noninterruptive analysis of user-
stimulus interactions. However, certain psycho-physiological
measures face limitations, such as high obtrusiveness (e.g.,
muscular tension [33], blood sugar [34]), insufficient temporal
resolution (e.g., galvanic skin response [35], [36]), or poor
transferability between individuals (e.g., ECG, HRV [37]).
Among these, pupil dilation emerges as the most promising
indicator of cognitive states [38]–[40]. Behavioral expressions
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of cognitive capabilities involve observable activities related
to (i) information perception, such as visual attention, gaze
behavior (e.g., saccadic eye movements, fixations [41], [42],
head movements [42], [43]), and (ii) descriptive qualities
of task and movement execution, such as steadiness and
coordination of hand movements [44], [45]. The envisioned
digitization of AMA focuses on analyzing and interpreting
observable changes in overt behavior during music listening.
Overt behavior includes body movements or posture changes
observable by others, which may indicate relaxation versus
tension, positive versus negative emotion, or engagement with
the music (e.g., rhythmic tapping of hands, feet, or fingers).
Metrics like gaze behavior and cognitive load can further as-
sess attention and cognitive activation during music perception
[28], [46]–[48].

To achieve this, relevant behaviors can be measured using
various sensors, including optical sensors (e.g., cameras with
skeleton tracking), body-worn sensors (e.g., accelerometers for
activity recognition), and remote or head-worn eye trackers.
The trade-off between sensor proximity and invasiveness influ-
ences patient acceptance and compliance. Body-worn sensors
offer high data quality and immersive somatic experiences but
may face low acceptance due to their invasive application and
complexity, limiting scalability. Conversely, remote sensing
approaches, such as camera-based systems and remote eye
trackers, offer better scalability and less obtrusiveness but at
the cost of reduced data quality.

A low-level remote sensing setup, such as remote eye
tracking or movement detection, can serve as a starting point.
Mixed or virtual reality (XR) technologies offer a promising
avenue by unifying applications and digital environments
[49], [50]. A harmonized XR application—such as a headset
with integrated eye tracking, visual input, and interaction
devices—provides an immersive environment that enhances
user experience while minimizing tedious setups. Built-in
sensors within XR devices are pre-calibrated, reducing the
need for aligning disparate systems. Virtual reality (VR) in
particular allows to aim for a broader range of positive effects
when implemented effectively [51]–[54]. Successful use cases
have proven the applicability of VR in medical settings [55] as
well as in education [56], [57], and professional settings [58].
Thus, a target-oriented development approach, prioritizing
acceptance and compliance, is essential for obtaining valid
and reliable results. The use of XR headsets offers significant
advantages for initial data collection due to their advanced
sensor capabilities, such as integrated eye tracking and immer-
sive engagement. However, their size and discomfort during
prolonged use present challenges for patient acceptance. To
address this, we propose utilizing XR headsets exclusively in
the initial stage to establish a reliable baseline of cognitive
and physiological responses to musical stimuli. Following the
baseline assessment (and based on the patient’s preferences),
the process may transition to less intrusive technologies, such
as remote sensors or wearable devices, for subsequent sessions.

Based on current research and available measurements, an
evaluation design for AMA development should consider the

following requirements: a) Intervention type: receptive inter-
ventions b) Focus of the studies: identification of behavioral
and somatic reactions to presented music c) Therapy Ap-
proach: individual listening d) Intervention setting: at nursing
institutions / doctor setups e) Evaluation scale: quantification
of behavioral and physiological reaction to music f) Experi-
ment design: 3 stage process for iterative refinement of music
preference model.

V. NOVEL COMBINATION: COMPUTATIONAL MODELING
OF MUSICAL PREFERENCE

Understanding the factors that influence individual music
preferences has been widely studied over the past decade,
identifying variables such as age [59], [60], gender [61],
[62], cognitive style [12], and personality [60], [63]. Recent
approaches to modeling user music preferences have evolved
from correlating personality traits with genres or styles to
leveraging finer-grained content-level features derived from
the audio itself [64]. AMA builds on these advancements by
employing convolutional neural networks (CNNs) to extract
high-level features from intermediate network layers [65].
AI-driven models will be utilized to interpret and quantify
behavioral changes on a numerical scale from 0 to 100. This
process involves the multi-dimensional mapping of behavioral
descriptions onto a one-dimensional score. To achieve this,
AMA integrates methods from behavioral and physiological
interpretation of human attention, creating supervised machine
learning models for classification tasks based on multi-modal
input vectors. The interpretation of reactions to music samples
will be combined with music similarity models from the liter-
ature to iteratively refine sample selection for study execution.
This iterative process leverages network analysis of graph
representations to identify which music samples provide the
most significant insights into an individual’s music preference
model, thereby continuously improving the computational
representation of musical taste. Beyond model architecture,
the approach offers flexibility for integrating elements of inter-
action and more complex intervention designs. For instance,
the acceptance of music supporting a particular mood may
vary based on an individual’s current state. In a calm state,
an individual may prefer calm music to maintain that state,
or they may seek more arousing and activating music. The
proposed approach relies on robust cognitive measures, such as
attention and overt reactions, while acknowledging that more
complex interrelationships and interactions with music should
be explored in future iterations. These advancements extend
beyond the scope of traditional anamnesis and will require
further refinement.

Fig. 2 shows a design of a tool support system built by
the authors to prepare such an interacting environment. It
contains an XR device enabling the users to interact in a
game-like setting in order to trigger emotion- and/or cognition-
based reactions that can be used to gain insights into the
user’s emotional and cognitive states while performing a task
and listening to music. Psycho-physiological measures such
as built-in eyetracking as well as heart rate measurement are
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Fig. 2: Conceptual design of a tool support solution developed to conduct pilot studies for model development. A prototype
was created around a reaction game with increasing difficulty built with Unity engine, a Varjo XR3 headset with eyetracking
capabilites, and a self-developed protocol for structured data collection and preprocessing.

taken into account. The tool support is able to play different
kinds of music to the user and analyze acquired data sepa-
rately. Results will be processed into the music recommender
being under development. As such, the demonstrator will be
used to conduct experimental pilot studies preceding clinical
studies and thereby enable the researchers to create the model
described above. Further details of the setup with regard to the
user-centered approach applied are described in the following
section.

VI. HOLISTIC TOOL SUPPORT: INTEGRATING
USER-CENTERED DESIGN, METHODOLOGIES, AND

ETHICAL CONSIDERATIONS

In a broader context, the overarching goal of an AMA
system is to become a widely adopted tool in care settings.
Achieving this objective necessitates the application of various
methodologies and best practices. A user-centered design
(UCD) approach is particularly suitable, as it involves a
structured process that incorporates input from target group
individuals throughout all phases of system development, in-
cluding defining the context of use, establishing requirements,
designing solutions, and conducting evaluations. Best practices
emphasize the inclusion of all relevant stakeholders [66],
[67]. Depending on the deployment environment, different
stakeholder groups must be considered. While patients with
dementia and music therapists are the primary users, informal
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will incorporate the ethical adoption model proposed by [75],
which is based on five pillars: inclusive participatory design,
emotional alignment, adoption modeling, ethical standards
assessment, and education and training. The publication offers
18 recommendations derived from this model.

P4 medicine (predict, prevent, personalize, and participate)
provides an overarching framework that encompasses all rel-
evant objectives for developing holistic solutions in digital
health and therapeutics. By emphasizing prevention and home
care, P4 medicine aligns with the needs of patients suffering
from chronic conditions while supporting aging well and
value-based healthcare. These principles, as outlined in the
Strategic Research and Innovation Agenda of the European
Commission [6], form a robust foundation for all user-centered
and ethical considerations in the development of the AMA
system.

VII. CONCLUSION AND FINAL REMARKS

Dementia presents a fundamental challenge to society as a
whole and to each affected individual. Musical treatment ap-
proaches are among the few interventions capable of success-
fully activating cognitive, behavioral, and emotional resources
in dementia patients, even in late stages, thereby enhancing
well-being and quality of life. Significant progress has been
made in understanding both the neurodegenerative effects of
dementia and the potential of mitigating therapies.

However, music-based interventions face scalability chal-
lenges due to the extensive manual effort required for musical
anamnesis. From a societal perspective, the urgency to develop
scalable therapeutic approaches is heightened by the expected
global increase in dementia cases. The development of auto-
mated processes to facilitate and objectify musical anamnesis
holds the potential to deliver substantial societal impact by
providing effective treatments to a broader patient population.

This paper has presented the state-of-the-art research and
processes in music therapy, with a particular focus on musical
anamnesis. It has explored how dementia affects cognitive
and emotional capabilities, the existing interventions, and the
potential benefits of these approaches. By introducing a range
of methods and technological solutions, the paper outlines
all necessary components for building an automated musical
anamnesis tool support system. Developing an AMA solution
addresses a highly interdisciplinary challenge, requiring the
integration and combination of diverse methodologies. In
this context, a content-driven approach necessitates a deep
understanding of music and its associated contexts, while also
addressing issues of inclusion, care, and sustainability. The
availability of cultural content in a free and structured manner
is a crucial factor, emphasizing the importance of carefully
curated digitized artifacts enriched with metadata, narrativity,
and interconnectedness. These elements enable the meaningful
use of repositories and foster the use of both digitized and
digital-born cultural heritage. For this endeavor to succeed,
culture must be positioned at the core of all development steps
and processes, ensuring that technological advancements go

beyond functioning merely as tools for distribution or com-
mercialization. We therefore aim at a renewed understanding
of culture tech to ensure an intertwinedness of culture and
technology that transcends the concept of a mere toolbox to
help distribute or market content. That also includes a broader
and more informed understanding of cultural heritage that is
not only material for the worst-case stress test of technological
developments, but rather at the core of all described endeav-
ours [76].

Music intervention is an efficient, cost-effective, and easily
applicable rehabilitation strategy for treating dementia. The
proposed approach seeks to automate the labor-intensive pro-
cess of musical anamnesis and content selection, enabling
scalable applications and amplifying the impact of musical
interventions in dementia care. It will build upon cognitive,
behavioral and physiological indicators to identify interaction
with presented music to automatically build models of musical
preference of subjects. This innovation addresses the primary
limitation of musical intervention in dementia—human ef-
fort—by providing a scalable solution that broadens acces-
sibility and effectiveness.
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processes in music therapy, with a particular focus on musical
anamnesis. It has explored how dementia affects cognitive
and emotional capabilities, the existing interventions, and the
potential benefits of these approaches. By introducing a range
of methods and technological solutions, the paper outlines
all necessary components for building an automated musical
anamnesis tool support system. Developing an AMA solution
addresses a highly interdisciplinary challenge, requiring the
integration and combination of diverse methodologies. In
this context, a content-driven approach necessitates a deep
understanding of music and its associated contexts, while also
addressing issues of inclusion, care, and sustainability. The
availability of cultural content in a free and structured manner
is a crucial factor, emphasizing the importance of carefully
curated digitized artifacts enriched with metadata, narrativity,
and interconnectedness. These elements enable the meaningful
use of repositories and foster the use of both digitized and
digital-born cultural heritage. For this endeavor to succeed,
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of culture tech to ensure an intertwinedness of culture and
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and more informed understanding of cultural heritage that is
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applicable rehabilitation strategy for treating dementia. The
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scalable applications and amplifying the impact of musical
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beyond functioning merely as tools for distribution or com-
mercialization. We therefore aim at a renewed understanding
of culture tech to ensure an intertwinedness of culture and
technology that transcends the concept of a mere toolbox to
help distribute or market content. That also includes a broader
and more informed understanding of cultural heritage that is
not only material for the worst-case stress test of technological
developments, but rather at the core of all described endeav-
ours [76].

Music intervention is an efficient, cost-effective, and easily
applicable rehabilitation strategy for treating dementia. The
proposed approach seeks to automate the labor-intensive pro-
cess of musical anamnesis and content selection, enabling
scalable applications and amplifying the impact of musical
interventions in dementia care. It will build upon cognitive,
behavioral and physiological indicators to identify interaction
with presented music to automatically build models of musical
preference of subjects. This innovation addresses the primary
limitation of musical intervention in dementia—human ef-
fort—by providing a scalable solution that broadens acces-
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[2] A. J. Sihvonen, T. Särkämö, V. Leo, M. Tervaniemi, E. Altenmüller, and
S. Soinila, “Music-based interventions in neurological rehabilitation,”
The Lancet Neurology, vol. 16, no. 8, pp. 648–660, 2017. [Online].
Available: https://doi.org/10.1016/S1474-4422(17)30168-0

[3] J. T. Van der Steen, H. J. Smaling, J. C. Van der Wouden,
M. S. Bruinsma, R. J. Scholten, and A. C. Vink, “Music-
based therapeutic interventions for people with dementia,” Cochrane
Database of Systematic Reviews, no. 7, 2018. [Online]. Available:
https://doi.org/10.1002/14651858.CD003477.pub4

[4] L. A. Gerdner, “Individualized music for dementia: Evolution
and application of evidence-based protocol,” World journal of
Psychiatry, vol. 2, no. 2, p. 26, 2012. [Online]. Available:
https://doi.org/10.5498/wjp.v2.i2.26

[5] D. P. Schoenfelder and L. Gerdner, “Evidence-based guideline. indi-
vidualized music for elders with dementia,” Journal of Gerontological
Nursing, vol. 36, no. 6, pp. 7–15, 2010.

[6] E. Commission, D.-G. for Research, and Innovation, Strategic Research
and Innovation Agenda (SRIA) of the European Open Science Cloud
(EOSC). Publications Office of the European Union, 2022. [Online].
Available: https://doi.org/doi/10.2777/935288

[7] P. Baranyi, “Special issue on internet of digital and cognitive reality:
Applications and key challenges,” Infocommunications Journal, 2023.

[8] K. Kallinen and N. Ravaja, “Emotion perceived and emotion felt: Same
and different,” Musicae Scientiae, vol. 10, no. 2, pp. 191–213, 2006.
[Online]. Available: https://doi.org/10.1177/102986490601000203

[9] V. N. Salimpoor, M. Benovoy, G. Longo, J. R. Cooperstock, and
R. J. Zatorre, “The rewarding aspects of music listening are related to
degree of emotional arousal,” PloS one, vol. 4, no. 10, p. e7487, 2009.
[Online]. Available: https://doi.org/10.1371/journal.pone.0007487

[10] J. Völker, “Personalising music for more effective mood induction:
Exploring activation, underlying mechanisms, emotional intelligence,
and motives in mood regulation,” Musicae Scientiae, vol. 25,
no. 4, pp. 380–398, 2021. [Online]. Available: https://doi.org/10.1177/
1029864919876315

[11] L. Bernardi, C. Porta, and P. Sleight, “Cardiovascular, cerebrovascular,
and respiratory changes induced by different types of music in
musicians and non-musicians: the importance of silence,” Heart,
vol. 92, no. 4, pp. 445–452, 2006. [Online]. Available: https:
//doi.org/10.1136/hrt.2005.064600

will incorporate the ethical adoption model proposed by [75],
which is based on five pillars: inclusive participatory design,
emotional alignment, adoption modeling, ethical standards
assessment, and education and training. The publication offers
18 recommendations derived from this model.

P4 medicine (predict, prevent, personalize, and participate)
provides an overarching framework that encompasses all rel-
evant objectives for developing holistic solutions in digital
health and therapeutics. By emphasizing prevention and home
care, P4 medicine aligns with the needs of patients suffering
from chronic conditions while supporting aging well and
value-based healthcare. These principles, as outlined in the
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scalable therapeutic approaches is heightened by the expected
global increase in dementia cases. The development of auto-
mated processes to facilitate and objectify musical anamnesis
holds the potential to deliver substantial societal impact by
providing effective treatments to a broader patient population.
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processes in music therapy, with a particular focus on musical
anamnesis. It has explored how dementia affects cognitive
and emotional capabilities, the existing interventions, and the
potential benefits of these approaches. By introducing a range
of methods and technological solutions, the paper outlines
all necessary components for building an automated musical
anamnesis tool support system. Developing an AMA solution
addresses a highly interdisciplinary challenge, requiring the
integration and combination of diverse methodologies. In
this context, a content-driven approach necessitates a deep
understanding of music and its associated contexts, while also
addressing issues of inclusion, care, and sustainability. The
availability of cultural content in a free and structured manner
is a crucial factor, emphasizing the importance of carefully
curated digitized artifacts enriched with metadata, narrativity,
and interconnectedness. These elements enable the meaningful
use of repositories and foster the use of both digitized and
digital-born cultural heritage. For this endeavor to succeed,
culture must be positioned at the core of all development steps
and processes, ensuring that technological advancements go

beyond functioning merely as tools for distribution or com-
mercialization. We therefore aim at a renewed understanding
of culture tech to ensure an intertwinedness of culture and
technology that transcends the concept of a mere toolbox to
help distribute or market content. That also includes a broader
and more informed understanding of cultural heritage that is
not only material for the worst-case stress test of technological
developments, but rather at the core of all described endeav-
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applicable rehabilitation strategy for treating dementia. The
proposed approach seeks to automate the labor-intensive pro-
cess of musical anamnesis and content selection, enabling
scalable applications and amplifying the impact of musical
interventions in dementia care. It will build upon cognitive,
behavioral and physiological indicators to identify interaction
with presented music to automatically build models of musical
preference of subjects. This innovation addresses the primary
limitation of musical intervention in dementia—human ef-
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Second IEEE Workshop on Generative AI for Network Management (GAIN)
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FCAPS model for network and network service management. However, the workshop is not limited to these topics, and novel 
contributions on using Generative AI in the operation and management of networks and services are welcome.
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–	 Predictive Maintenance: Using generative AI for 

proactive network management
–	 Network Troubleshooting using Generative AI, 

incl. root cause analysis and resolution
–	 Monitoring using Generative AI: Using generative 

AI for efficient monitoring of network resources
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–	 Network Configuration Automation with 
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–	 Automated Network Design and Deployment 
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–	 Ethical Considerations: Addressing Privacy 

and Security Concerns in AI-Based Network 
Management

–	 Ensuring fairness between network users using 
generative AI for optimal resource allocation 

Submission and Important Dates:
Submission site:
GAIN 2025 full papers: https://jems3.sbc.org.br/events/224/355/submit
GAIN 2025 short papers: https://jems3.sbc.org.br/events/224/356/submit
Paper Submission Deadline: Jan. 17, 2025
Notification of Acceptance: Feb. 28, 2025
Final Camera Ready: Mar. 14, 2025
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(alberto.leongarcia@utoronto.ca)
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Performance
–	 Network Optimization with AI: Leveraging generative 

algorithms for network efficiency
–	 Dynamic Resource Allocation: Leveraging generative AI  

for efficient network resource management
–	 Efficient Network Data Analysis using Generative AI 

Security
–	 AI-Based Security Protocols: Developing next-generation 

network security strategies
–	 Anomaly Detection and Response: Utilizing generative AI 

for enhanced network security

Use Cases
–	 Generative AI for management of IoT, Wireless/RAN, or 

Core, and Cloud-to-Edge networking

General
–	 Prompt Engineering for Network Management Using LLMs  
–	 Robustness and Reliability of Generative AI for net. 

management (incl. benchmarks and datasets)
–	 Scalability Orchestration, Testing and Validation of 

Generative AI for Network Management
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The 1st IFAC Joint Conference on Computers, Cognition, and Communication will be held in Padova, Italy, from 15-18 September 
2025. J3C serves as a platform for scientists, researchers, and practitioners to discuss their cutting-edge research results and 
findings, shape future directions and developments, and exchange knowledge and perspectives in the fields of intelligent control, 
automation & robotics, cyber-physical systems, Artificial Intelligence & control, control via communication networks, engineering, 
and its integration into industry and society. It constitutes the primary forum for cross-industry, multidisciplinary research and 
provides an opportunity for a unique and rich cultural experience complemented by excellent technical and social programs. J3C 
2025 is the flagship event for the IFAC CC on Computers, Cognition, and Communication (CC3) and will consist of 3 sub-events: 
 

1st IFAC Workshop on Engineering and Architectures of Automation Systems (EAAS 2025): Automation systems are subject to 
substantial change. Architectures are becoming more flexible and virtualized. Communication channels no longer just transfer 
individual data points but comprehensive data models. Digital twins form the backbone of modern applications in the cloud or at 
the edge. The role of humans is also changing from observer to an integral part of a human-centered production environment. 
EAAS core topics: digital twins, system architectures of automation systems, information models in engineering and operation, 
application of artificial intelligence, autonomous and cyber-physical systems. 
 

7th IFAC Conference on Intelligent Control and Automation Sciences (ICONS 2025): The ICONS conference delves into 
computational intelligence methods for modeling, system identification, and control. Key topics include neural networks, 
evolutionary computing, fuzzy techniques, swarm intelligence, reinforcement learning, and training algorithms. Focus areas cover 
machine learning, deep learning, neurodynamic optimization, brain-computer interfaces, and human-machine interaction. Hybrid 
systems, smart sensors, actuators, data fusion, intelligent agents, swarm robotics, and autonomous systems are also featured. 
Applications span transport, medical, biomedical, aerospace, automation, manufacturing, process control, industry, smart cities. 
 

7th IFAC Symposium on Telematics Applications (TA 2025): The TA symposium focuses on the expanding capabilities in web 
technology, telecommunication, and machine-to-machine communication. It explores how Cyber-Physical Systems, the 
Industrial Internet, and the Internet of Things enhance traditional remote control and create new applications. Emphasizing the 
need for sound theory, methods, proof of concepts, and industrial standardization, the symposium offers a platform for academic 
and industrial communities to address new challenges, share solutions, and discuss future research. Topics include telematic 
methods, networked systems, control through networks, cyber-physical systems, Industry 4.0/5.0, interoperability. 
 
J3C 2025 will feature keynote addresses, tutorials, and technical presentations and 
special sessions, all of which will be included in the registration. Special session proposals 
and technical papers are solicited on all cited aspects, from theory to applications. All 
accepted papers will appear in the proceedings of the meeting, will be hosted on-line on 
the IFACPapersOnLine.net website and will be indexed in SCOPUS. 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
 

Schedule: 
Special Session Proposals: 
15 March 2025 
Submission of full papers: 
15 April 2025 

Notification of acceptance: 
25 June 2025 
Camera-ready paper & 
author registration: 
10 July 2025 
Early registration deadline: 
10 July 2025 

IFAC TC Main-Sponsors: TC3.1, TC3.2, TC3.3 
IFAC TC Co-Sponsors: TC1.2, TC1.5, TC2.1, TC4.1, TC4.3, 
TC5.1, TC5.3, TC6.1, TC6.4, TC7.3, TC7.5, TC8.2, TC9.4 

 
National Organizing Committees (NOC): 

General Chair – Gian Antonio Susto (ITA) 
EAAS Co-Chair – Federico Tramarin (ITA) 
EAAS Vice Chair Industry – Gilberto Pin (ITA) 
ICONS Co-Chair – Alessandro Beghi (ITA) 
ICONS Vice C. Industry – Chiara Masiero (ITA) 
TA Co-Chair – Angelo Cenedese (ITA) 
TA VC Industry – Dave Cavalcanti (USA) 
 
 
 
 
 

International Program Committees (IPC): 

IPC Chair – Shuzhi Sam Ge (SGP) 
EAAS Co-Chair – Mike Barth (DEU) 
EAAS VC Industry – Frank Maurer (DEU) 
ICONS Co-Chair – Kevin Guelton (FRA) 
ICONS VC Industry – Diego Romeres (USA) 
TA Co-Chair – Lei Ma (CHN) 
TA Vice Chair Industry – Ming Jiang (CHN) 
 
 
 
 
 

Editors & Other Main Organizers:  
     CC3 Coordinator – Thierry Marie Guerra (FRA) 
           CC3 Conference Vice-chair – Ulrich Jumar (DEU) 
 Vice Program Chair – Séan McLoone (GBR) 
                      EAAS Editor – Jus Kocijan (SVN) 
                         ICONS Editor – Roberto Oboe (ITA) 
                                TA Editor – Alexander Fay (DEU) 
  

j3c.org 
 
 



SCIENTIFIC ASSOCIATION FOR INFOCOMMUNICATIONS

Who we are
Founded in 1949, the Scientific Association for Info-
communications (formerly known as Scientific Society 
for Telecommunications) is a voluntary and autono-
mous professional society of engineers and econo-
mists, researchers and businessmen, managers and 
educational, regulatory and other professionals work-
ing in the fields of telecommunications, broadcast-
ing, electronics, information and media technologies 
in Hungary.

Besides its 1000 individual members, the Scientific 
Association for Infocommunications (in Hungarian:  
HÍRKÖZLÉSI ÉS INFORMATIKAI TUDOMÁNYOS EGYESÜLET, HTE) 
has more than 60 corporate members as well. Among 
them there are large companies and small-and-medi-
um enterprises with industrial, trade, service-providing, 
research and development activities, as well as educa-
tional institutions and research centers.

HTE is a Sister Society of the Institute of Electrical and
Electronics Engineers, Inc. (IEEE) and the IEEE Communi-
cations Society.

What we do
HTE has a broad range of activities that aim to pro-
mote the convergence of information and communi-
cation technologies and the deployment of synergic
applications and services, to broaden the knowledge
and skills of our members, to facilitate the exchange
of ideas and experiences, as well as to integrate and

harmonize the professional opinions and standpoints
derived from various group interests and market dy-
namics.

To achieve these goals, we…

•	 contribute to the analysis of technical, economic, 
and social questions related to our field of compe-
tence, and forward the synthesized opinion of our 
experts to scientific, legislative, industrial and edu-
cational organizations and institutions;

•	 follow the national and international trends and 
results related to our field of competence, foster 
the professional and business relations between 
foreign and Hungarian companies and institutes;

•	 organize an extensive range of lectures, seminars, 
debates, conferences, exhibitions, company pres-
entations, and club events in order to transfer and 
deploy scientific, technical and economic knowl-
edge and skills;

•	 promote professional secondary and higher edu-
cation and take active part in the development of 
professional education, teaching and training;

•	 establish and maintain relations with other domes-
tic and foreign fellow associations, IEEE sister soci-
eties;

•	 award prizes for outstanding scientific, education-
al, managerial, commercial and/or societal activities 
and achievements in the fields of infocommunica-
tion.

Contact information
President: FERENC VÁGUJHELYI • elnok@hte.hu

Secretary-General: GÁBOR KOLLÁTH • kollath.gabor@hte.hu
Operations Director: PÉTER NAGY • nagy.peter@hte.hu

Address: H-1051 Budapest, Bajcsy-Zsilinszky str. 12, HUNGARY, Room: 502
Phone: +36 1 353 1027

E-mail: info@hte.hu, Web: www.hte.hu

https://doi.org/10.1097/01.hj.0000558464.75151.52
https://doi.org/10.1007/978-981-15-1301-5-43
https://doi.org/10.1159/000323574
https://doi.org/10.1109/TIE.2010.2058071
https://doi.org/10.1155/2018/3918284

