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Effect of the Imperfect Channel Estimation on
Achievable NOMA Rate

Zoltán Belső, László Pap

Abstract—In recent years, Non-orthogonal Multiple Access
(NOMA) has been proposed as an alternative to the more tra-
ditional Orthogonal Multiple Access (OMA) schemes for mobile
communication. In the NOMA method, the resource domains
(like power and bandwidth) are not split but shared between
the users of the network. The non-orthogonality means that
there is cross-talk between the signals of different users, and
the interference is either cancelled by a method called successive
interference cancellation (SIC) or treated as part of the noise.

Comparing the achievable capacity region of OMA and NOMA
schemes show that NOMA has advantage over OMA. The SIC
method requires knowledge of the channel characteristic between
the base station and the user. In the ideal case where all the
channel conditions are precisely known, NOMA always performs
better than or equal to OMA. In real application, the channel
characteristic can only be estimated, which can be non-perfect.

In this paper, we will examine the effect of non-perfect channel
estimation on the performance of NOMA and will find that in
some cases, NOMA still perform better than OMA, but in other
cases OMA would perform better.

Index Terms—Non-Orthogonal Multiple Access (NOMA),
achievable capacity region, non-perfect channel estimation

I. INTRODUCTION

In recent years, there has been increased discussion of
NOMA (Non-orthogonal Multiple Access) as a better choice
for multi-user communication in comparison to Orthogonal
Multiple Access (OMA) schemes [1]–[4]. The basic working
principle of NOMA is superposition coding (SC) and succes-
sive interference cancellation (SIC). In the case of downlink
communication, the base station transmits the superposition
of all the signals of all the active users. In the case of uplink
communication, all the active users transmit at the same time,
and the superposition of these signals is received by the base
station.

The receiver, applying SIC, decodes the strongest signal
from the superposition first, even when that signal was not
meant to be for them. It then re-modulates the decoded signal,
applies the known or rather estimated channel condition of that
signal, and subtracts it (which is the interference now for the
rest of the signals) from the received signals. It then repeats
the process until it reaches the signal of interest for them.

It is well-established that in ideal conditions, NOMA per-
forms at least equally, and in most cases better, in some
cases much better than a competing OMA schemes, such as
Frequency Division Multiplexing Multiply Access (FDMA).
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By ideal conditions, we mean only additive white Gaussian
noise (AWGN) is present in the channel, and the channel
condition (both the phase shift and attenuation) is estimated
perfectly for all signals.

Many papers discuss the problem of estimating the receiving
channel [5]–[7] in both OMA and NOMA cases. In [8], the
authors examine the effect of imperfect channel state infor-
mation (CSI) due to hardware impairments in a cooperative
uplink NOMA environment, focusing on sum rate as a metric.
The paper [9] discusses the impact of imperfect SIC due to
mismatched cancellation order.

In this paper, we discuss the effect of imperfect channel
estimation on the effectiveness of SIC, considering that some
part of the stronger signal remains as interference after re-
modulation and subtraction. Our main metric for the two-user
scenario is the achievable capacity region. For the many-user
scenario, this metric becomes impractical, so we use the sum
of the achievable rates as a metric.

There are two cases we have to discuss: One is downlink
communication, where a single base station communicates
with several users. The users must share both the bandwidth
and the power budget available to the base station. The
other is uplink communication, where several users try to
communicate with a single base station. The bandwidth is also
shared in this case, but every user has its own power budget
independent of the others.

In the first part of the paper, we are considering a two-
user and a base station scenario, and we share the resources
between these two users. For each user, we can calculate
the capacity of the channel given the bandwidth and power
allocated. The capacity of a band-limited channel with a given
signal power level (P ), bandwidth (W ), and noise power
spectral density (N0) [10]:

C = W · log2
(
1 +

P

N0 ·W

)
= W · log2 (1 + SNR) (1)

where the noise power in the band is N = N0 · W and
SNR is the signal-to-noise ratio (SNR = P

N = P
N0·W ).

Since the resources have to be allocated between the users,
allocating more to one of the users (to increase the capacity
of its channel) mean there remains less for the other user,
hence its channel capacity will decrease. That means there is
a region of achievable capacity for the two users.

In all of this cases, we will discuss how this region is chang-
ing when the successive interference cancellation (SIC) cannot
be performed perfectly due to imperfect channel estimation.
This means that some ϵ portion of the cancelled signal remains
and considered as part of the noise while decoding the second
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shared in this case, but every user has its own power budget
independent of the others.

In the first part of the paper, we are considering a two-
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N = P
N0·W ).

Since the resources have to be allocated between the users,
allocating more to one of the users (to increase the capacity
of its channel) mean there remains less for the other user,
hence its channel capacity will decrease. That means there is
a region of achievable capacity for the two users.
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ing when the successive interference cancellation (SIC) cannot
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This means that some ϵ portion of the cancelled signal remains
and considered as part of the noise while decoding the second

DOI: 10.36244/ICJ.2025.1.1

mailto:belso%40hit.bme.hu?subject=
mailto:pap%40hit.bme.hu?subject=
https://doi.org/10.36244/ICJ.2025.1.1


Effect of the Imperfect Channel Estimation on
Achievable NOMA Rate

INFOCOMMUNICATIONS JOURNAL

MARCH 2025 • VOLUME XVII • NUMBER 1 3

2

Fig. 1: Downlink OMA (FDMA) capacity region: user1 rate versus user2 rate for different SNR conditions. The thin lines are
for fixed values of α ranging from 0.1 to 0.9 (from left to right) [11].

user’s signal. As we will see, the effect depends not only on
the extent to which the interfering signal remains, but also on
what is the ratio of signal powers between the users.

After discussing the two-user case for both uplink and
downlink, we extend our analysis by examining the sensitivity
of the sum-rate in a multi-user scenario.

This paper is organized as follows: First, we discuss the
downlink case, followed by the uplink case, both in a two-user
scenario. In each case, we first consider the achievable capacity
region in an OMA case (FDMA), then the ideal NOMA
case, and finally, the case of imperfect channel estimation,
where some interference remains. We then provide a sensitivity
analysis for the multi-user scenario. Finally, we conclude with
a summary of our findings.

II. DOWNLINK CHANNEL OF TWO USERS

In the downlink scenario, the base station is transmitting
two separate signal, one for each user. The baseband signal
is denoted by si (i = 1, 2) with unity power: E

[
|si|2

]
=

1. The transmit power for each user’s signal is denoted by
pi (i = 1, 2). The base station has to split its total transmit
power budget between the users, so ptot = p1 + p2. We can
also denote a share coefficient 0 ≤ α ≤ 1:

p1 =α · ptot
p2 =(1− α) · ptot

(2)

We denote the total bandwidth of the channel by W .
Each user’s channel has a separate channel characteristic

hi (i = 1, 2), which is assumed to be a complex number. The
absolute value of hi represents the channel gain, while the
phase of hi represents the phase shift of the channel. These
characteristics are independent of each other.

A. OMA case

First, consider the Frequency Division Multiple Access
(FDMA) case, where the available bandwidth is divided
between the two users. Here, we consider an ideal case
where no bandwidth is wasted. We can choose a parameter
β, (0 ≤ β ≤ 1), where one user occupies a β ·W part of the

channel bandwidth, while the other occupies the remaining
(1− β) ·W part, where W denote the total bandwidth of the
channel. We consider the division perfectly orthogonal, so that
there is no interference between the two users’ signal.

The total transmit power of the base station also has to be
split between the users.

Here, the maximal rate of communication of every OMA
user is [1], [10]:

R1 = β ·W · log2

(
1 +

p1 ∥h1∥2

β ·W ·N0

)
(3)

= β ·W · log2

(
1 +

p1

β ·W · N0

|h1|2

)

R2 = (1− β) ·W · log2

(
1 +

p2|h2|2

(1− β) ·W ·N0

)
(4)

= (1− β) ·W · log2

(
1 +

p2

(1− β) ·W · N0

|h2|2

)

See Figure 1 for the case where both user has equal, 0 dB
signal to noise ratio (SNR) and for the case where user1 has
0 dB signal-to-noise ratio, while user2 has a much better,
30 dB signal-to-noise ratio. Note that the shape of the convex
hull of the capacity region is a straight line for the case
of equal channel conditions but a curved line when the two
users’ conditions are significantly different. The exact shape
is derived in [11].

Here, we consider as SNR the full-band noise (W · N0)
compared to the total transmit power of the base station as
SNR: SNRi =

ptot|hi|2
W ·N0

. That is the SNR for each user when
the base station allocates all its power and all the bandwidth
to this user, that is when the user is alone.

B. NOMA case

In the power domain NOMA case, both user occupies the
whole channel bandwidth, and the base station’s transmit
power budget is distributed (at some proportion) between
them: p1 + p2 = ptot or p2 = ptot − p1, where ptot is the
given total transmit power of the base station [10], [12].
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Fig. 2: Downlink NOMA capacity region: user1 rate versus user2 rate for different SNR conditions. For reference, the boundary
of the OMA capacity region also plotted.

The transmitted signal by the base station is the sum of the
two users’ signal:

x =
√
p1s1 +

√
p2s2 (5)

The received signal by each user (i = 1, 2):

yi = hi · x+ wi (6)

where hi is the complex channel characteristic between the
user i and the base station. wi is the noise sample at the
receiver i, assumed to be Gaussian distribution with a mean
of 0 and a power spectral density of N0.

The optimum order of decoding is based on the signal-
to-noise ratio (SNR) of the individual signals at each user’s
receiving end: |hi|2/N0. In this decoding order, each user can
successively decode any stronger (better SNR) signals and
remove them from the received signal (cancellation by re-
modulation). The ith user proceeds with successively decoding
and cancelling the other user’s signal until it reaches its own
signal. All the remaining weaker signals are considered as
noise or interference.

In the case of only two users, this mean that the first
user with better channel conditions receives the other user’s
signal at a higher power (because it is transmitted at higher
proportion of the base station’s power budget in order to reach
the farther user at a decodable level). Therefore, it decodes
the other user’s signal first, re-modulates it, and removes
it from the original signal. Then, it decodes the remaining
signal. During this process, it is assumed that the user can
decode the other user’s signal without error, but that does
not mean that during the cancellation phase it can eliminate
it perfectly because during re-modulation, it must consider
the effect of the channel on the signal. If the real channel
characteristic (ĥi = hi) were known perfectly, the cancellation
could be perfect. If there were some remaining error in the
estimated value (ĥi ̸= hi), there would be some interfering
signal remaining, proportional to the receiving power of the
interfering signal.

1) Perfect channel estimation: In the case of perfect chan-
nel estimation (ĥi = hi), the maximal rate of communication

for every NOMA user in a channel with bandwidth W is [1],
[10], [12], [13]:

R1 = W · log2

(
1 +

p1|h1|2

W ·N0

)
(7)

= W · log2

(
1 +

p1

W · N0

|h1|2

)

R2 = W · log2

(
1 +

p2|h2|2

W ·N0 + p1|h2|2

)
(8)

= W · log2

(
1 +

p2

W · N0

|h2|2
+ p1

)

Figure 2 shows the boundary of the achievable capacity
region for the NOMA scheme. The first diagram shows the
case where both user has equal, 0 dB signal-to-noise ratio
(SNR). Note that in that case, we get the same rate limit as
in the OMA (FDMA) case. The second diagram shows the
case where one of the users has a better, 30 dB SNR. For
reference we also plot the boundary for the OMA case. For
an exact comparison, when calculating the SNR, we consider
the noise power in the total bandwidth (W · N0) compared
to the same total transmit power of the base station as in the
OMA (FDMA) case, although we get the different rate pairs
on the figure by allocating the total base station power divided
between the individual users. The difference of in the SNR of
the two users represents either the difference in the channel
conditions or the local power of the additive Gaussian noise.

2) Imperfect channel estimation: In the case when the
channel estimation is not perfect, that is ĥi ̸= hi, after the
first user receives and demodulates the stronger signal of the
second user, the re-modulation and the cancellation of the
received stronger signal cannot be done perfectly. This means
that even for the first user, some part of the second user’s
signal remains as interference. We consider this as if some
ϵ > 0 part of the interfering signal power were added to the
ever present Gaussian white noise (W ·N0):
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Fig. 3: Downlink NOMA capacity region with imperfect channel estimation: user1 rate versus user2 rate for different SNR
conditions. ϵ is the proportion of the remaining interference signal after imperfect cancellation. For reference, the boundary of
the OMA capacity region also plotted.

R1 = W · log2

(
1 +

p1|h1|2

W ·N0 + ϵ · p2|h1|2

)
(9)

= W · log2

(
1 +

p1

W · N0

|h1|2
+ ϵ · p2

)

R2 = W · log2

(
1 +

p2|h2|2

W ·N0 + p1|h2|2

)
(10)

= W · log2

(
1 +

p2

W · N0

|h2|2
+ p1

)

It is easy to predict that the gain of NOMA will decrease as
ϵ increases. See Figure 3 for the achievable rates depending on
the value of ϵ. In the first diagram, both users have a signal-
to-noise ratio (SNR) of 0 dB. In that case there was no gain
for NOMA, so for any ϵ > 0, the NOMA rate limit will
go below the FDMA rate limit. The second diagram shows
the case where one user has a better SNR of 10 dB, while
the other has the same poor SNR of 0 dB. In the other two
diagrams, one of the users has an even better SNR of 20 dB
and 30, respectively. In those cases, NOMA can benefit from
the great difference in the power level of the two signals: the
interference caused by the weak signal on the decoding of the
strong signal is minimal, and the cancellation of the strong

signal helps a lot in decoding the weak signal. However, if the
cancellation is imperfect, the small portion that is interfering
from the strong signal decreases the rate limit of the weak
signal because even a small portion of the much stronger signal
causes great interference.

III. UPLINK CHANNEL OF TWO USERS

In the uplink scenario, the users transmit independently to
the base station. The base station receives the superposition of
the users’ signals. Let’s denote the baseband signal of the two
users by si (i = 1, 2) with unity power: E

[
|si|2

]
= 1. The

transmit power of each user is independent of the other and
is denoted by pi (i = 1, 2). We denote the total bandwidth of
the channel by W again.

Each user’s channel has a separate channel characteristic
hi (i = 1, 2), assumed to be a complex number. The absolute
value of hi represents the channel gain, while the phase of hi

represents the phase shift of the channel. These characteristic
are independent of the other user’s value.

The received signal at the base station is:

y = h1
√
p1s1 + h2

√
p2s2 + w (11)

where w is the noise sample at the receiver, assumed to be a
Gaussian distribution of mean 0 and power spectral density of
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Fig. 4: Uplink OMA (FDMA) capacity region: user1 rate versus user2 rate for different SNR conditions.

N0 shaped by the receiving filter to the receiving bandwidth.
Since there is only one receiver (the base station) in this
case, only a single additive noise component applies to the
superposition of the two users’ signal.

For each user’s signal, there are two terms that affect the
receiving level: the channel gain and the transmit power.
Therefore, without loosing generality, we can assume that the
transmitted power is the same for both users (p1 = p2 = p)
and account all the differences in the receive level due to the
channel gain.

A. OMA case

For the Orthogonal Multiple Access (OMA) case, let us con-
sider the Frequency Division Multiple Access (FDMA) again:
In this scheme, the available bandwidth is divided between
the two users. We can choose a parameter β, (0 ≤ β ≤ 1),
where one user occupies a β ·W part of the channel bandwidth
while the other occupies the remaining (1 − β) · W part,
where W denotes the total bandwidth of the channel. We
assume the division perfectly orthogonal, so that there is no
interference between the two users’ signal. The power is not
divided between the users; both users are transmitting at full
power but only use the allocated part of the bandwidth.

Here, the maximal rate of communication of every OMA
user is [1], [10]:

R1 = β ·W · log2

(
1 +

p|h1|2

β ·W ·N0

)
(12)

= β ·W · log2

(
1 +

p

β ·W · N0

|h1|2

)

R2 = (1− β) ·W · log2

(
1 +

p|h2|2

(1− β) ·W ·N0

)
(13)

= (1− β) ·W · log2

(
1 +

p

(1− β) ·W · N0

|h2|2

)

Figure 4 shows the boundary of the capacity region achiev-
able with a classical FDMA case. There are two cases shown:
in the first diagram, the users have the same signal-to-noise
ratio (SNR): 0 dB, while in the second diagram, one of the

users have 30 dB better SNR than the other. Here we consider
the in band noise (β ·W ·N0) for calculating the SNR.

B. NOMA case

In the power domain NOMA case, both users occupy the
entire channel bandwidth. The base station first decodes the
signal of one of the users while considering the interference
caused by the other signal as part of the noise. Then, it can re-
modulate the decoded signal, apply the channel characteristic
of the user, and subtract this from the received signal. In an
ideal case, it fully eliminates the decoded signal, and the base
station can decode the other signal as if it were the only signal.
This is called successive interference cancellation (SIC).

In this case, it is not useful to just consider both users
transmitting at full power, as it would give us a single point
on the capacity plane. Instead, we can trade the channel
capacity between the users by scaling the transmit power. Of
course, this gives the same result as if we consider the channel
conditions as a parameter.

It is usually assumed that the stronger signal is decoded
first because eliminating that could help a lot to decode the
weaker signal. But that is not the only possibility. Depending
on the goal, one may choose to decode and eliminate the
weaker signal first. For example, if the goal is to maximize
the achievable bit rate of the user with the stronger signal,
while letting the weaker user communicating at some lower
rate without interfering with the other, that can be achieved
by decoding and cancelling the weaker signal first.

As in the downlink case, we can consider two sub-cases:
first, when the channel characteristics are perfectly known
(perfect channel estimation); and second, when the channel
estimation (denoted by ĥi) is imperfect and not equal to the
real channel parameter.

1) Perfect channel estimation: If it is the first user’s signal
that is decoded first, during decoding its signal, the other user’s
signal is considered as noise [1], [10], [13]:
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Fig. 5: Uplink NOMA capacity region: user1 rate versus user2 rate for different SNR conditions. For reference, the boundary
of the OMA capacity region also plotted.

R1 = W · log2

(
1 +

p1|h1|2

W ·N0 + p2|h2|2

)
(14)

R2 = W · log2

(
1 +

p2|h2|2

W ·N0

)
(15)

If it is the second user’s signal that is decoded first, the case
is the opposite:

R1 = W · log2

(
1 +

p1|h1|2

W ·N0

)
(16)

R2 = W · log2

(
1 +

p2|h2|2

W ·N0 + p1|h1|2

)
(17)

In both cases, the sum rate (R1+R2) is limited by the sum
of the two power (scaled by the channel conditions), which is
the total capacity of the channel:

R1 +R2 = W · log2

(
1 +

p1|h1|2 + p2|h2|2

W ·N0

)
(18)

The achievable capacity region is limited by three factors:
for both users, their own maximum power limits the capacity
achievable by that user, even in the absence of the other user.
That gives us a horizontal and a vertical line in our capacity
diagram. At the same time, the sum of the achievable rate of
the two users is limited by the sum of their power. That gives
us a diagonal line in our capacity diagram. Since all of the
conditions must be fulfilled, the capacity region is the convex
hull marked by these three fraction lines.

Figure 5 shows the capacity region for two uplink NOMA
users. In the first diagram, the two users has equal, 0 dB signal-
to-noise ratio (SNR), while on the second diagram one of the
users has 20 dB better SNR condition. For reference, we have
also plotted the limit of the OMA (FDMA) case from the
previous section. Note that in both cases there is one point
where the two limits coincides, every other case, the NOMA
outperforms the OMA case.

Note, that the two corners of these fraction lines are
representing the case where (14), (15) and (16),(17) fulfils with
equality, respectively. On the horizontal part of the fraction
lines R2 is constant since the first user is completely elimi-
nated. Similarly on the vertical part R1 is constant since here
the second user is decoded first and completely eliminated, so
the capacity of the first user’s channel does not depend of the
transmitted power of the second user’s signal.

2) Imperfect channel estimation: In the case when the
channel estimation is not perfect, that is ĥi ̸= hi, after the
base station demodulates the signal of the first user, the re-
modulation and the cancellation of the received signal cannot
be done perfectly. This means that for the second user, there
remains some part of the first user’s signal as interference.
We consider this as if some ϵ > 0 part of the interfering
signal power is added to the ever-present Gaussian white noise
(W ·N0):

R1 = W · log2

(
1 +

p1|h1|2

W ·N0 + ϵ · p2|h2|2

)
(19)

R2 = W · log2

(
1 +

p2|h2|2

W ·N0 + p1|h1|2

)
(20)

Please refer to Figure 6 for the effect of imperfect channel
estimation. In the first diagram, both users have an equal
signal-to-noise ratio (SNR) of 0 dB. In this case the situation is
symmetrical, and the imperfect cancellation slightly decreases
the achievable rate pairs. In the second diagram, one of the
users has a better SNR of 10 dB. In this case, imperfect
cancellation has a larger effect on the achievable rate pairs.
The other two diagrams shows the case where one of the users
has an even better SNR of 20 dB and 30 dB, respectively.
Please note that these are the cases where NOMA can gain a
lot compared to the OMA case.

One thing can be noticed is that the limits for the individual
users, which were a horizontal and vertical lines previously,
are not straight lines anymore. That is because the transmitted
power of the other user, that is decoded first, affects the
user whose signal is decoded second due to the imperfect
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Fig. 6: Uplink NOMA capacity region with imperfect channel estimation: user1 rate versus user2 rate for different SNR
conditions. ϵ is the proportion of the remaining interference signal after imperfect cancellation. For reference, the boundary of
the OMA capacity region also plotted.

cancellation. We can see that even a small imperfection causes
NOMA to partially under-perform the OMA case, and for
larger ϵ values, there are hardly any case where NOMA
is better. Even in that case, for some regions, NOMA can
outperform OMA, but there are large regions where OMA
can win.

The diagrams are arranged such that the user with the
stronger maximal transmit power is on the vertical axis. One
may wonder that at first glance it may seam like the imperfect
cancellation affects the stronger user more. To interpret the
diagrams correctly, one must keep in mind that they show
the boundary of the achievable region, which in most cases
corresponds to one of the user not transmitting at maximal
power. The imperfect cancellation means that the stronger
signal causes strong interference to the weaker signal, so
in order to reach a relatively high capacity for the weaker
user, the stronger one must decrease power, limiting their own
achievable capacity.

IV. SENSITIVITY

Extending the discussion to more than two users means
that the capacity region becomes multidimensional, which
makes visualization challenging. A more useful approach is
to investigate how sensitive the achievable rate of the users is
to small changes in cancellation imperfection.

A. Sensitivity in multi-users case

The inequalities for the multi-user case are (without loss of
generality, assuming that the users are numbered in the order
of decoding):

Ri = W · log2



1 +

pi|hi|2

W ·N0 +

N
j=i+1

pj |hj |2




(21)

There is one such equation for each user. For the first user,
the signals from all other users act as interference. For the
last user, the summation in the denominator is empty since all
other users’ signals have been canceled.

Considering the imperfection in cancellation, the equations
become:

Ri =

W · log2



1 +

pi|hi|2

W ·N0 +
i−1
k=1

ϵkpk|hk|2 +
N

j=i+1

pj |hj |2




(22)
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For the first user, the summation term in the denominator
that contains ϵ is empty, as there is no signal for the first user
to (imperfectly) cancel.

To simplify the following discussion, let’s introduce some
notation: let Xi =

Ri

W ln 2 represent the normalized rate, and
Ai = pi|hi|2

W ·N0
represent the normalized received power or

signal-to-noise ratio (SNR) without interference. Using this
notation, the general equation becomes:

Xi = ln



1 +

Ai

1 +
i−1
k=1

ϵkAk +
N

j=i+1

Aj




(23)

To evaluate the sensitivity of the channel to the ϵi factors
(i ∈ [1 . . . N − 1]), which represent the imperfections in
cancellation during SIC processing, we can use the sum rate
of the users as a metric:

X∑ =
N
i=1

Xi =
N
i=1

ln



1 +

Ai

1 +
i−1
k=1

ϵkAk +
N

j=i+1

Aj




(24)
We are interested in quantifying the change dX∑ in re-

sponse to a small change dϵi. This can be expressed through
the partial derivatives of X∑:

dX∑ =
N−1
l=1


d

dϵl
X∑


dϵl

=
N−1
l=1

d

dϵl




N
i=1

ln



1 +

Ai

1 +
i−1
k=1

ϵkAk +
N

j=i+1

Aj






dϵl

(25)

=
N−1
l=1

N
i=l+1

1
1 +

i−1
k=1

ϵkAk +

N
j=i+1

Aj




2

· −AiAl

1 + Ai

1+

i−1
k=1

ϵkAk+

N
j=i+1

Aj

dϵl (26)

Since the sensitivity represents the change in the rate in
response to a small imperfection in cancellation, we need to
evaluate the derivative at ϵk = 0:

dX∑ =
N−1
l=1

N
i=l+1

1

1 + Ai

1+

N
j=i+1

Aj

−AiAl
1 +

N
j=i+1

Aj




2 dϵl

(27)

Depending on the relative power levels and whether we
are in a high SNR regime (Ai ≫ 1) or a low SNR regime
(Ai

∼= 1), the imperfection in SIC may change the optimal
cancellation order.

B. Sensitivity in two users case

In the case of two users, the sum rate X∑ contains only
two terms, and there is only a single ϵ factor:

X∑ = ln


1 +

A1

1 +A2


+ ln


1 +

A2

1 + ϵA1


(28)

The sensitivity in this case is:

d

dϵ
X∑ =

d

dϵ
ln


1 +

A2

1 + ϵA1



=
1

1 + A2

1+ϵA1

−A2A1

(1 + ϵA1)
2

(29)

Since we are considering small imperfections in SIC pro-
cessing, we take the derivative at ϵ = 0:

dX∑ =
−A1A2

1 +A2
dϵ (30)

In the high SNR regime, where A2 ≫ 1, so 1 + A2 ≃ A2

it can be further approximated as:

dX∑ ∼=−A1dϵ (31)

In the low SNR regime, where A2
∼= 1, we can approximate

as:

dX∑ ∼=
−A1

2
dϵ (32)

The sensitivity is practically determined by the power level
of the user whose signal we are canceling.

V. CONCLUSION

We have seen that in multi-user communication, we have
some degree of freedom in allocating resources (bandwidth
and power) to users, which leads to different achievable chan-
nel capacities. We can speak of optimal resource allocation
in the sense of maximizing the achievable rate of one user
while providing some rate for the other. We have discussed
the achievable capacity region for both uplink and downlink
communication, for both OMA and NOMA schemes. We have
seen that a NOMA scheme is attractive and outperforms (or
at least equal to) the theoretically optimal OMA case (i.e.:
perfect orthogonality, no guard bandwidth needed, no inter
signal interference). However, when the channel estimation
is imperfect, the successive cancellation of the interfering
stronger signal will also be imperfect, leading to a reduced
achievable capacity rates for some or both users. In some
cases, the degradation due to the imperfection of the channel
estimation may result in capacity rates achievable with NOMA
being even lower than those achievable with a more traditional
OMA scheme.
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Abstract—This paper introduces a novel Peak-to-Average Power 
Ratio (PAPR) reduction technique for Non-Orthogonal Multiple 
Access (NOMA) waveforms, leveraging an Airy function-based 
Partial Transmit Sequence (PTS) method. The proposed technique 
is evaluated on NOMA waveforms with subcarrier configurations 
of 64, 256, and 512, and its performance is benchmarked against 
conventional PTS, Selective Mapping (SLM), and Clipping and 
Filtering methods. Comprehensive analysis is conducted on key 
metrics, including PAPR, Bit Error Rate (BER), and Power Spectral 
Density (PSD). Results demonstrate that the Airy-based PTS method 
achieves substantial PAPR reduction across all subcarrier scenarios, 
consistently surpassing traditional approaches. Furthermore, 
the proposed method maintains competitive BER performance, 
particularly in high subcarrier scenarios, where conventional 
methods typically face limitations. PSD analysis further highlights 
the spectral efficiency of the Airy-based PTS method, exhibiting 
minimal out-of-band emissions. These findings position the Airy-
based PTS technique as a promising solution for improving NOMA 
waveform performance in 5G and beyond, achieving an optimal 
balance between PAPR reduction, BER, and spectral efficiency.

Index Terms—PAPR, NOMA, Airy-PTS, BER, PSD

I.  Introduction

OPTICAL Non-Orthogonal Multiple Access (NOMA) 
waveforms offer enhanced spectral efficiency and im- 

proved user connectivity, marking a significant advancement 
in the domain of optical wireless communication. Unlike tra- 
ditional orthogonal multiple access techniques, which allocate 
distinct frequency and temporal resources to individual users, 
NOMA enables multiple users to share the same frequency and 
temporal resources by differentiating them based on power 
levels [1]. In optical systems, this is achieved by modulating 
the light signal power for different users, allowing for simul- 
taneous transmission and reception. This capability is pivotal 
for addressing the massive connectivity demands of emerging 
applications such as the Internet of Things, where numerous 
devices must communicate efficiently within limited spectral 
resources.

Optical NOMA stands out by enhancing spectral efficiency 
and overall system capacity through the use of successive 
interference cancellation (SIC) at the receiver and the su- 
perposition coding principle [2]. As the demand for higher data 
rates and efficient spectrum utilization continues to grow, Optical 
NOMA is poised to play a vital role in the evolution of future 
communication systems. This is particularly true for integrating 

optical technologies with advanced wireless paradigms like 5G 
and beyond.

However, the high Peak-to-Average Power Ratio (PAPR) 
of Optical NOMA waveforms poses a significant challenge to 
system performance. In optical communication systems, high 
PAPR leads to nonlinear distortions due to the limited dynamic 
range of optical transmitters such as light emitting diodes and 
laser diodes. These nonlinearities result in spectral regrowth 
and intermodulation distortions, degrading signal quality and 
increasing the Bit Error Rate (BER). Moreover, high PAPR forces 
optical transmitters to operate at lower average power levels to 
avoid clipping, which reduces the effective Signal-to-Noise Ratio 
(SNR) and limits communication range and data throughput [3].

In NOMA systems, where multiple users share the same 
spectrum, high PAPR exacerbates inter-user interference, com- 
plicating signal separation at the receiver. This increases de- 
coding complexity and reduces overall system capacity. Con- 
sequently, effective PAPR management is crucial for ensuring 
the reliability and efficiency of Optical NOMA systems [4].

High PAPR can significantly degrade system performance 
by causing non-linear distortion and power inefficiency dur- 
ing transmission. In scenarios with high subcarrier counts, 
conventional techniques such as Selective Mapping (SLM) and 
clipping struggle to effectively manage the increased complexity 
and power fluctuations.

SLM generates multiple candidate sequences to reduce PAPR; 
however, this approach becomes computationally expensive and 
less efficient as the number of subcarriers increases. As a result, 
the return on investment for PAPR reduction diminishes with 
higher subcarrier configurations. Similarly, clipping introduces 
signal distortion and spectral regrowth, which are particularly 
problematic in dense communication systems.

To address these challenges, the smoothed Airy-Partial 
Transmit Sequence (PTS) method provides a more effective 
power control mechanism, offering a scalable and efficient 
solution for high subcarrier systems. This approach achieves 
significant PAPR reduction without introducing substantial 
computational complexity, making it an ideal candidate for 
modern high-capacity communication networks [5].

The clipping and filtering (C&F) approach reduces out- 
of-band distortion by clipping signal peaks that exceed a 
predetermined threshold. Despite its simplicity, this method 
can result in out-of-band radiation and signal distortion. SLM 
creates multiple signal versions using several phase sequences 
and selects the version with the lowest PAPR for transmission. 
While effective, SLM requires additional signaling overhead to 
transmit the phase sequence information.
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PTS reduces PAPR by dividing the input data into sub-
blocks, optimizing the phase of each sub-block, and then
combining them. Although this technique provides good PAPR
reduction, it is computationally intensive. These methods often
utilize specific coding schemes to limit the occurrence of high
PAPR sequences. However, such schemes may reduce data
rates. Tone Reservation reserves specific tones (subcarriers) to
cancel out high peaks, offering a balance between complexity
and effectiveness [5].

In this study, we propose the Airy-based PTS algorithm,
which leverages the properties of Airy functions to reduce
PAPR in optical NOMA. The Airy functions are employed
to create smoother phase transitions, optimizing the phase
combinations of sub-blocks in the PTS algorithm. This results
in a reduced peak power level and, consequently, lower PAPR.

The Airy-based PTS method overcomes PAPR issues in
optical NOMA by preserving signal integrity and minimizing
the likelihood of distortion and clipping—problems commonly
encountered in optical communication systems. Additionally,
the use of Airy functions enhances the efficiency of the phase
optimization process, leading to improved power efficiency
and signal quality. This makes the proposed method highly
effective for enhancing the overall performance of optical
NOMA systems.

The key contributions of this article are summarized as
follows:

1) This paper introduces a novel algorithm for PAPR re-
duction within the framework of optical NOMA systems
using PTS. The algorithm exploits the Airy special
function for subcarrier configurations of 64, 256, and
512. This is the first time the Airy special function
has been employed to generate a reduced PAPR, phase-
optimized signal through PTS for optical NOMA.

2) The Airy-function-based PTS algorithm significantly
enhances the performance of optical waveform NOMA
by achieving a substantially lower PAPR compared to
traditional methods such as PTS, SLM, and C&F. This
improvement minimizes signal distortion induced by
high-power amplifiers, resulting in higher signal fidelity
and system efficiency. The proposed method is particu-
larly suitable for real-time applications in optical com-
munication systems, especially in resource-constrained
environments.

3) The proposed method achieves significant PAPR reduc-
tion while maintaining the BER performance of the
framework. However, it retains a computational com-
plexity comparable to that of traditional algorithms.

II. LITERATURE REVIEW

The authors in [6] investigated PAPR reduction in
Frequency-domain NOMA (F-NOMA) using the SLM
method. Their study demonstrated that SLM effectively mini-
mizes PAPR by generating multiple candidate signals and se-
lecting the one with the lowest PAPR. However, the approach
significantly increases computational complexity and requires
the transmission of side information, which reduces spectral
efficiency and overall system performance in F-NOMA net-
works.

In [7], the authors explored PAPR reduction in NOMA-
OFDM Visible Light Communication systems using a com-
bination of Precoder and Companding methods. Their study
demonstrated effective PAPR reduction and enhanced system
performance in terms of spectral efficiency. However, this
approach introduced additional computational complexity due
to the combined processing, and the potential signal distortion
caused by the Companding process may negatively impact the
system’s overall signal quality and reliability.

The authors in [8] proposed an efficient PAPR reduction
scheme for OFDM-NOMA systems by combining Dynamic
Subcarrier Indexing (DSI) and Precoding methods. This hybrid
approach effectively reduced PAPR while maintaining system
performance. However, the integration of DSI and Precod-
ing increased computational overhead, posing implementation
challenges, particularly in real-time scenarios.

In [9], a low-complexity SLM technique was proposed
to reduce PAPR in downlink Power Domain OFDM-NOMA
systems. This method efficiently reduced PAPR while main-
taining system performance. Nonetheless, the need for side
information transmission and the associated signal overhead
remain significant drawbacks, potentially increasing system
complexity and reducing data rates in practical applications.

The authors in [10] presented a hybrid method that com-
bines SLM, PTS, and C&F techniques to minimize PAPR
in optical NOMA systems. This approach effectively reduced
PAPR while maintaining signal quality. However, the integra-
tion of multiple techniques significantly increased computa-
tional requirements, making implementation more challenging.

Lastly, a low-complexity PTS-SLM-Companding hybrid
method for PAPR reduction in 5G NOMA waveforms was
proposed in [11]. This method achieved considerable PAPR
reduction while keeping computational complexity within
acceptable limits. However, the strategy has drawbacks, in-
cluding potential signal distortion caused by the Companding
process and increased system complexity due to the integration
of multiple approaches, which could negatively affect overall
system performance.

In [12], the authors proposed an innovative three-layer
hybrid technique that incorporates clipping, precoding, and
coding to address PAPR issues in Filter Bank Multi-Carrier
VLC systems. This method achieves a balance between PAPR
reduction and computational complexity while maintaining
system performance. However, its inability to dynamically
adapt to network conditions limits its applicability in practical
scenarios. Dynamic thresholding and real-time optimization
could enhance the robustness of this approach for various
deployment scenarios.

The study in [13] introduced a novel approach to miti-
gate PAPR in NOMA systems, which is crucial for future
wireless networks. The proposed hybrid technique combines
SLM and precoding, yielding significant PAPR reductions with
low computational complexity and minimal impact on system
throughput. However, the method’s limitations include the lack
of performance evaluation in dynamic multipath environments,
limited scalability for massive MIMO-NOMA configurations,
and insufficient consideration of hardware impairments, which
may hinder real-world implementation.
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In [14], the authors discussed the use of a companding
scheme to enhance the performance of optical OFDM systems,
with particular attention to addressing high PAPR. The study
provided a detailed analysis of companding and its impact
on metrics such as BER and spectral efficiency. While the
scheme improves system robustness, the increased computa-
tional complexity poses a significant drawback. Future work
should focus on optimizing the algorithm to achieve a better
balance between complexity and performance.

The authors in [15] proposed an advanced PAPR reduction
method for DCO-OFDM systems based on multi-point con-
stellations and a discrete particle swarm optimization (DPSO)
algorithm. This method demonstrated efficient PAPR reduction
while preserving signal quality, with substantial performance
improvements over traditional methods. However, the reliance
on computationally intensive DPSO optimization makes the
method less feasible for real-time implementation. Addition-
ally, its scalability to higher-order modulation schemes or
large-scale systems remains unexplored, limiting its broader
applicability.

In [16], a joint optimization approach was presented to
enhance Quality of Service and reduce PAPR in energy-
efficient massive MIMO systems. This technique integrates
precoding and resource allocation strategies, achieving signif-
icant improvements in energy efficiency and signal quality.
However, its reliance on idealized channel conditions may not
reflect real-world multipath fading scenarios. Moreover, the
computational complexity of the optimization process presents
challenges for practical implementation in large-scale systems.

The authors in [17] employed optimization-based methods
to improve PAPR reduction techniques for OFDM signals,
enhancing wireless communication system performance. The
study effectively measured clipping, tone reservation, and
active constellation extension techniques in terms of PAPR
and error performance improvements. However, the reliance
on static channel conditions limits its applicability in dy-
namic environments. Additionally, the optimization algorithms
introduce high computational complexity, which may render
the approach unsuitable for real-time implementation in low-
power or latency-sensitive applications.

Table I provides a comparative analysis of the PAPR reduc-
tion algorithms discussed in these studies.

III. SYSTEM MODEL

In an optical NOMA system incorporating SIC and Super
Coding, the block diagram typically comprises several key
components. At the transmitter, multiple users’ data are en-
coded onto a single optical signal. Super Coding is utilized to
enhance data transmission efficiency by encoding the signals
in a manner that facilitates improved recovery and error
correction.

The encoded data are modulated onto the optical carrier
using techniques such as amplitude modulation or phase
modulation. The modulated signal is then transmitted through
an optical channel, which may consist of fiber optics or free-
space optical links. During transmission, the signal quality is
influenced by attenuation and noise introduced by the channel.

TABLE I
COMPARATIVE ANALYSIS OF PAPR ALGORITHMS

PAPR Algorithms PAPR at CCDF
of 10−3

SNR at BER of
10−3

DSI & precoding method
[7]

4.9 dB 13 dB

SLM [8] 6.8 dB 19 dB

SLM-PTS-CT [9] 7.1 dB 21.1 dB

PTS-SLM [10] 4.9 dB 5.8 dB

Amplitude clipping-SLM
based Lifting Wavelet
Transform [11]

6.8 dB 4 dB

Salp Swarm Algorithm-
based PTS [12]

5.8 dB 10 dB

Companding methods
[13]

4.9 dB 11 dB

Multi-point constellation
method-SLM [14]

6.2 dB 9.8 dB

Bidirectional long short-
term memory autoencoder
[15]

7 dB Not Simulated

Gradient method [16] 6 dB 6.2 dB

DSI & precoding method
[17]

6.8 dB Not Simulated

Proposed Airy-based PTS
for 64 sub-carriers

2.8 dB Not Simulated

Proposed Airy-based PTS
for 256 sub-carriers

4.7 dB 6 dB

Proposed Airy-based PTS
for 512 sub-carriers

8.7 dB 7.1 dB

At the receiver end, the optical signal is detected and
converted back into an electrical signal. SIC is employed
for decoding the signals. The receiver first decodes the most
significant signal and then iteratively subtracts it from the
received signal to decode the remaining lower-power signals,
effectively mitigating interference. To restore the original
data, the demodulated signals undergo decoding, where super
coding techniques are applied to enhance data reliability and
correct errors [18].

The fundamental principles of resource allocation and signal
processing in NOMA systems are represented in the mathe-
matical model of a NOMA waveform. These principles form
the basis for optimizing the performance and efficiency of
optical NOMA systems.

The proposed work addresses a critical challenge in op-
tical NOMA systems, where high PAPR negatively impacts
performance and power efficiency. Optimization strategies
aimed at mitigating this issue should prioritize refining the
parameters of the Airy-special function to achieve an effective
balance between complexity and PAPR reduction. Incorporat-
ing machine learning algorithms to dynamically select optimal
phase rotation factors in the PTS algorithm could significantly
enhance adaptability across varying channel conditions.

Further improvements in PAPR reduction could be achieved
by combining this approach with complementary techniques
such as companding or precoding. From a practical perspec-
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Fig. 1. Structure of Optical NOMA waveform

tive, lightweight computational methods must be developed
to ensure real-time feasibility in resource-constrained optical
networks. To alleviate computational overhead, hardware ac-
celerators such as field-programmable gate arrays (FPGAs) or
Graphics Processing Units (GPUs) could be integrated with
the PTS algorithm.

Experimental validation of the PTS algorithm based on the
Airy-special function is necessary for a variety of optical
channel scenarios, including high-bandwidth and multi-user
environments, to ensure robustness. Compatibility with exist-
ing optical NOMA standards and demonstration of interoper-
ability would be essential to achieve broader acceptance of the
proposed scheme.

Moreover, integration into system-level designs, such as
visible light communication networks or 6G optical links,
could significantly amplify its practical impact. These efforts
could facilitate the development of efficient, scalable, and
reliable optical communication systems, thereby advancing the
state-of-the-art in optical NOMA technologies. Fig. 1 shows
the optical NOMA’s structure.

In NOMA systems, multiple users share the same frequency
resources, but they are assigned different power allocations.
Let 𝑥𝑥(𝑡𝑡) represent the transmitted optical signal, which is a
superposition of signals from multiple users:

𝑥𝑥(𝑡𝑡) =
𝐾𝐾∑︁
𝑘𝑘=1

𝑠𝑠𝑘𝑘𝛼𝛼𝑘𝑘 (𝑡𝑡) exp ( 𝑗𝑗𝑗𝑗𝑘𝑘 (𝑡𝑡)) , (1)

where 𝐾𝐾 is the number of users, 𝛼𝛼𝑘𝑘 (𝑡𝑡) denotes the amplitude
of the signal, 𝑠𝑠𝑘𝑘 (𝑡𝑡) represents the baseband signal, and 𝑗𝑗𝑘𝑘 (𝑡𝑡)
is the phase modulation for the 𝑘𝑘-th user.

The PAPR of the signal 𝑥𝑥(𝑡𝑡) is defined as:

PAPR =
max𝑡𝑡 |𝑥𝑥(𝑡𝑡) |2

𝐸𝐸

|𝑥𝑥(𝑡𝑡) |2

 , (2)

where max𝑡𝑡 |𝑥𝑥(𝑡𝑡) |2 is the maximum instantaneous power, and
𝐸𝐸

|𝑥𝑥(𝑡𝑡) |2


is the average power.

After the signal is transmitted through the optical channel,
the received signal 𝑦𝑦(𝑡𝑡) can be expressed as:

𝑦𝑦(𝑡𝑡) = 𝑥𝑥(𝑡𝑡) · ℎ(𝑡𝑡) + 𝑛𝑛(𝑡𝑡), (3)

where ℎ(𝑡𝑡) is the channel impulse response, and 𝑛𝑛(𝑡𝑡) is the
noise.

At the receiver, SIC is applied. The iterative decoding
process begins by decoding the signal of the strongest user

and subtracting it from 𝑦𝑦(𝑡𝑡), thereby reducing interference for
decoding weaker signals. Super coding is employed to enhance
reliability by encoding the signals with error-correcting codes.
Let 𝑐𝑐𝑘𝑘 (𝑡𝑡) represent the encoded signal for the 𝑘𝑘-th user:

𝑠𝑠𝑘𝑘 (𝑡𝑡) = Encode (𝑑𝑑𝑘𝑘 (𝑡𝑡)) , (4)

where 𝑑𝑑𝑘𝑘 (𝑡𝑡) is the data to be transmitted, and Encode(·)
denotes the encoding operation.

This formulation captures the fundamental concepts of
power allocation, signal superposition, PAPR reduction, and
interference cancellation in NOMA systems, emphasizing the
critical role of SIC and super coding in improving system
performance and reliability.

A. Proposed airy-PTS Method

The Airy function plays a critical role in enhancing the
PAPR performance in the Airy-PTS method due to its ability to
enable more precise phase optimization. Unlike conventional
PTS techniques, where phase rotation factors are selected
at random or based on predefined methods that may not
ensure optimal PAPR reduction, the Airy function introduces
unique mathematical properties that significantly improve the
phase selection process. As a solution to the Airy differential
equation, the Airy function exhibits oscillatory behavior with
well-defined features. These oscillations facilitate smooth and
continuous phase variation, leading to a more uniform distri-
bution of signal power.

Analytically, the Airy function represents wave propagation
and interference phenomena, allowing for refined phase selec-
tion compared to basic phase rotation techniques. By leverag-
ing the Airy function, the Airy-PTS algorithm minimizes high
peaks in the power spectrum of the signal, resulting in more
evenly distributed power. This reduction in sharp power spikes
leads to less distortion and greater efficiency, particularly in
optical communication systems where power efficiency is of
utmost importance.

The Airy-based PTS algorithm for PAPR reduction in
NOMA waveforms utilizes Airy functions to optimize phase
shifts and enhance PAPR performance. In this method, the
signal is divided into multiple sub-blocks, and the Airy func-
tion, known for its smooth phase transition properties, is used
to generate phase sequences for these sub-blocks [19]. Each
phase sequence is applied to the sub-blocks to create different
phase-adjusted versions of the signal. The version with the
lowest PAPR is then selected for transmission.

This approach leverages the Airy function’s capability to
provide precise phase optimization, reducing peak power
variations and improving signal uniformity. Consequently, the
Airy-based PTS algorithm effectively mitigates PAPR issues
while maintaining signal integrity and reducing computational
complexity compared to conventional PTS methods. This re-
sults in enhanced performance in NOMA systems, particularly
in optical communication scenarios.

The Airy-based Partial Transmit Sequence (PTS) method
for PAPR reduction involves several mathematical steps. Let
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the transmitted signal 𝑥𝑥(𝑡𝑡) be divided into 𝑀𝑀 sub-blocks. The
signal 𝑥𝑥(𝑡𝑡) can be expressed as:

𝑥𝑥(𝑡𝑡) =
𝑀𝑀∑︁
𝑚𝑚=1

𝑥𝑥𝑚𝑚 (𝑡𝑡) · exp ( 𝑗𝑗𝑗𝑗𝑚𝑚) , (5)

where 𝑥𝑥𝑚𝑚 (𝑡𝑡) represents the 𝑚𝑚-th sub-block, and 𝑗𝑗𝑚𝑚 is the phase
adjustment applied to the sub-block.

The Airy function Ai(𝑡𝑡) is utilized to generate the phase
sequences 𝜙𝜙𝑚𝑚 for each sub-block, given by:

𝜙𝜙𝑚𝑚 = Ai(𝛼𝛼𝑚𝑚), (6)

where 𝛼𝛼𝑚𝑚 is a parameter that controls the phase adjustment.
These phase sequences are then applied to each sub-block.

The adjusted signal 𝑥𝑥adjusted (𝑡𝑡), with Airy-based phases, is
given as:

𝑥𝑥adjusted (𝑡𝑡) =
𝑀𝑀∑︁
𝑚𝑚=1

𝑥𝑥𝑚𝑚 (𝑡𝑡) · exp ( 𝑗𝑗𝜙𝜙𝑚𝑚) . (7)

Finally, the PAPR of the adjusted signal is calculated as:

PAPR =
max𝑡𝑡

𝑥𝑥adjusted (𝑡𝑡)
2

Avg
𝑥𝑥adjusted (𝑡𝑡)

2 . (8)

This formulation highlights the use of the Airy function for
generating smooth and precise phase adjustments, which min-
imizes the PAPR effectively in NOMA systems, particularly
in optical communication scenarios.

B. Complexity

The PTS method generates several phase sequences (or sub-
blocks), with each sub-block undergoing a phase rotation. Let
𝑁𝑁 denote the number of sub-blocks. For each sub-block, the
algorithm performs a phase rotation with a complexity of
𝑂𝑂 (1). Consequently, the overall complexity for producing all
possible sub-blocks in the PTS method is 𝑂𝑂 (𝑁𝑁).

The proposed phase optimization method employs the Airy-
special function. Let 𝑀𝑀 represent the number of phase ro-
tations evaluated for each sub-block. The evaluation of the
Airy function is computationally intensive, as it often involves
solving a differential equation. Assuming the evaluation cost
of one Airy function is 𝑂𝑂 (𝐴𝐴), the total cost for evaluating the
Airy function across all phase rotations of all sub-blocks is
𝑂𝑂 (𝑁𝑁 · 𝑀𝑀 · 𝐴𝐴).

The optimization step involves selecting the best phase com-
bination that minimizes the PAPR. This step typically requires
an exhaustive search over all possible phase combinations. If 𝐾𝐾
denotes the number of possible phase combinations, the com-
plexity of this exhaustive search is 𝑂𝑂 (𝐾𝐾). However, advanced
search techniques, such as gradient descent or evolutionary
algorithms, can reduce the complexity of this step.

Combining all major operations, the overall complexity of
the Airy-PTS method can be approximated as:

𝑂𝑂 (𝑁𝑁 · 𝑀𝑀 · 𝐴𝐴 + 𝐾𝐾). (9)

For practical applications, particularly in large-scale sys-
tems, the values of 𝑁𝑁 and 𝑀𝑀 can result in high computational

requirements. Complexity reduction is therefore crucial, and
optimizations in the evaluation of the Airy function and the
design of efficient search algorithms are necessary. Addition-
ally, hardware acceleration techniques, such as the use of
FPGAs or GPUs, can further expedite the evaluation of the
Airy function and phase rotation processes. Table II provides
a detailed complexity analysis of the PAPR reduction algo-
rithms, highlighting the computational requirements associated
with each method.

TABLE II
COMPLEXITY ANALYSIS OF THE PAPR ALGORITHMS [20]

PAPR Algo-
rithms

Complexity Remarks

Airy-PTS 𝑂𝑂 (𝑁𝑁 ·𝑀𝑀 · 𝐴𝐴+𝐾𝐾 ) The Airy-Special Function-based
PTS involves generating multiple
phase sequences, evaluating the
Airy function for phase optimiza-
tion, and searching for the optimal
combination. Complexity is high
due to Airy function evaluations
and exhaustive search.

PTS 𝑂𝑂 (𝑁𝑁 · 𝑀𝑀 ) Involves phase rotation and eval-
uation of the signal for each se-
quence, where 𝑁𝑁 is the number of
sub-blocks and 𝑀𝑀 is the number
of phase shifts. Simpler than Airy-
PTS but still requires exhaustive
search over possible combinations.

SLM 𝑂𝑂 (𝑁𝑁 · 𝑀𝑀 ) The complexity involves generat-
ing multiple candidate sequences
(with 𝑁𝑁 being the number of sub-
blocks and 𝑀𝑀 the number of phase
shifts), then searching for the one
with the lowest PAPR. Less com-
putationally intensive than PTS but
still requires phase optimization.

Companding 𝑂𝑂 (𝑁𝑁 ) This method involves compressing
the amplitude of the signal to re-
duce PAPR. It is computationally
efficient, involving a simple com-
pression step, but might not be as
effective in reducing PAPR as PTS
or SLM.

SLM-PTS 𝑂𝑂 (𝑁𝑁 · 𝑀𝑀 · 𝑃𝑃) Combines both the SLM and PTS
methods, leading to higher com-
plexity than individual methods. 𝑃𝑃
is the number of possible phase
combinations. The method offers
better PAPR reduction but at the
cost of increased complexity.

IV. SIMULATION RESULTS

This section presents the implementation of the Airy-based
Partial Transmit Sequence (PTS) method using MATLAB
2016. The simulation parameters include 200,000 symbols, a
256-point FFT, 256-QAM modulation, sub-carrier configura-
tions of 64, 256, and 512, and a NOMA waveform transmitted
over a Rayleigh fading channel.

The CCDF of NOMA for 64 sub-carriers is shown in Fig. 2.
At a CCDF of 10−3, the PAPR achieved by the proposed
Airy-PTS method is 2.8 dB, compared to 4.8 dB for the PTS,
6.2 dB for the SLM, 7.4 dB for the C&F technique, and 8.7
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Fig. 2. PAPR analysis of 64 sub-carriers for NOMA waveform

dB for the original NOMA waveform. The proposed scheme
demonstrates a PAPR gain of 2 dB to 5.9 dB compared to the
conventional systems.

It is observed that the Airy special function efficiently de-
termines the phase factor, which balances the NOMA symbol
and reduces high peak signals. Therefore, it is concluded that
NOMA systems with a smaller number of sub-carriers exhibit
better PAPR performance compared to systems with a higher
number of sub-carriers.

The PAPR curves for 256 sub-carriers in the NOMA wave-
form, both with and without precoding schemes, are depicted
in Fig. 3. At a CCDF of 10−3, the PAPR values of 4.8 dB, 5.7
dB, 6.9 dB, 8.3 dB, 9.4 dB, and 10.8 dB are achieved by the
proposed Airy-PTS method, C&F, PTS, SLM, and the original
NOMA signal, respectively.

It is observed that for higher sub-carrier configurations
(256 sub-carriers), the PAPR is relatively high. However, the
proposed Airy-PTS scheme effectively reduces the PAPR,
resulting in a high-performance radio system. Therefore, it
is concluded that the Airy-special function-based PTS method
can be efficiently employed in large sub-carrier radio systems
to achieve significant performance gains.

Fig. 4 illustrates the throughput performance of the NOMA
waveform for 512 sub-carriers using various PAPR reduction
algorithms. The primary objective is to mitigate the high peaks
in the radio waveform for a large number of sub-carriers,
enabling advanced radio systems to operate more effectively.

At a CCDF of 10−3, the PAPR values achieved are 8.7
dB, 10 dB, 11.3 dB, 12.6 dB, and 14.2 dB for the proposed
Airy-PTS method, C&F, PTS, SLM, and the original NOMA
signal, respectively. The proposed Airy-based PTS method
outperformed conventional schemes by reducing the PAPR by
1.3 dB to 4.7 dB compared to the traditional methods.

Thus, it can be concluded that the proposed Airy-PTS
approach is well-suited for sophisticated radio systems em-
ploying a large number of sub-carriers. This enables the

Fig. 3. PAPR analysis of 256 sub-carriers for NOMA waveform

Fig. 4. PAPR analysis of 512 sub-carriers for NOMA waveform

achievement of high data rates, efficient spectrum utilization,
and enhanced system capacity, meeting the demands of mod-
ern subscriber requirements.

Fig. 5 illustrates the BER curves for 256 sub-carriers,
comparing the proposed Airy-based PTS method with con-
ventional PAPR reduction algorithms. Evaluating throughput
performance with a large number of sub-carriers is critical
to assessing the effectiveness of the proposed algorithm. The
BER of conventional algorithms shows degradation as the
number of sub-carriers increases.

The proposed Airy-PTS method achieves a BER of 10−3 at
an SNR of 6 dB, compared to 6.9 dB for the PTS, 8.1 dB for
the SLM, 9.1 dB for the C&F technique, and 10.2 dB for the
NOMA waveform. This indicates that the Airy-PTS method
demonstrates significant BER performance improvements at
lower SNR levels compared to traditional schemes.

Furthermore, the Airy-PTS method outperforms contempo-
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Fig. 5. BER analysis of 256 sub-carriers for NOMA waveform

Fig. 6. BER analysis of 512 sub-carriers for NOMA waveform

rary algorithms by achieving SNR gains of 0.9 dB, 2.1 dB,
3.1 dB, and 4.2 dB over the PTS, SLM, C&F, and NOMA
waveform techniques, respectively. These results highlight
the efficiency of the proposed method in improving BER
performance for systems with a large number of sub-carriers.

Fig. 6 presents the BER curves for 512 sub-carriers in
NOMA systems. Evaluating the system’s throughput in con-
junction with PAPR performance is crucial for assessing the
BER retention capability of the algorithms.

The proposed Airy-PTS method achieves a BER of 10−3 at
an SNR of 8.1 dB, compared to 9 dB for the C&F technique,
10.1 dB for the PTS, 11.6 dB for the SLM, and 12.7 dB for
the original NOMA signal. These findings demonstrate that
the Airy-PTS method achieves SNR gains of 0.9 dB, 2 dB,
3.5 dB, and 4.6 dB over the C&F, PTS, SLM, and original
NOMA techniques, respectively.

In conclusion, the proposed algorithm not only achieves
optimal PAPR performance but also effectively retains BER
performance, making it a suitable candidate for advanced
NOMA systems.

V. CONCLUSION

This study evaluated the PAPR reduction of NOMA wave-
forms using the Airy-special function-based PTS method for
subcarrier configurations of 64, 256, and 512. The proposed
method’s performance was compared against conventional
PTS, SLM, and C&F techniques, considering metrics such as
PAPR, BER, and PSD.

The Airy-based PTS method demonstrated significant PAPR
reduction across all subcarrier configurations, consistently out-

performing conventional techniques, particularly as the num-
ber of subcarriers increased. BER analysis revealed that the
proposed method maintained better signal integrity compared
to C&F, which is prone to BER degradation. Additionally, PSD
analysis indicated that the Airy-PTS approach achieved a more
favorable spectral profile by effectively reducing out-of-band
emissions.

Despite its advantages, the study highlighted some lim-
itations, including increased computational complexity and
potential challenges in real-time implementations, especially
for configurations with a high number of subcarriers. Fu-
ture research could focus on optimizing the Airy-based PTS
method to reduce computational complexity and exploring
hybrid approaches that integrate Airy functions with other
PAPR reduction techniques to further enhance performance.
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Fig. 5. BER analysis of 256 sub-carriers for NOMA waveform

Fig. 6. BER analysis of 512 sub-carriers for NOMA waveform
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the original NOMA signal. These findings demonstrate that
the Airy-PTS method achieves SNR gains of 0.9 dB, 2 dB,
3.5 dB, and 4.6 dB over the C&F, PTS, SLM, and original
NOMA techniques, respectively.

In conclusion, the proposed algorithm not only achieves
optimal PAPR performance but also effectively retains BER
performance, making it a suitable candidate for advanced
NOMA systems.
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method’s performance was compared against conventional
PTS, SLM, and C&F techniques, considering metrics such as
PAPR, BER, and PSD.

The Airy-based PTS method demonstrated significant PAPR
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ber of subcarriers increased. BER analysis revealed that the
proposed method maintained better signal integrity compared
to C&F, which is prone to BER degradation. Additionally, PSD
analysis indicated that the Airy-PTS approach achieved a more
favorable spectral profile by effectively reducing out-of-band
emissions.

Despite its advantages, the study highlighted some lim-
itations, including increased computational complexity and
potential challenges in real-time implementations, especially
for configurations with a high number of subcarriers. Fu-
ture research could focus on optimizing the Airy-based PTS
method to reduce computational complexity and exploring
hybrid approaches that integrate Airy functions with other
PAPR reduction techniques to further enhance performance.
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Abstract—Massive Multiple Input Multiple Output (MIMO) 

has emerged as a crucial technology in 5G and future 6G networks, 
offering unprecedented improvements in capacity, energy 
efficiency, and spectral efficiency. A key challenge for Massive 
MIMO systems is accurate and efficient channel estimation, which 
significantly impacts system performance. Traditional channel 
estimation methods such as Least Squares (LS) and Minimum 
Mean Square Error (MMSE) have been widely employed, but 
their limitations, particularly in complex and dynamic 
environments, have led to the exploration of more sophisticated 
approaches, including machine learning (ML)-based techniques. 
This review aims to compare traditional channel estimation 
methods with modern machine learning-based techniques in 
Massive MIMO systems, providing insights into their 
performance, computational complexity, and scalability. 
Furthermore, this paper outlines potential future research 
directions, emphasizing the integration of machine learning, 
optimization techniques, and hardware-friendly designs for 
enhanced performance.

Index Terms— comparative study, machine learning, massive 
MIMO, traditional methods.

I. INTRODUCTION
assive MIMO (Multiple Input Multiple Output) is a 
revolutionary technology in wireless communication 
that enhances the capacity and efficiency of 

networks. It involves the deployment of a large number of 
antennas at the base station, allowing for the simultaneous 
transmission and reception of data to multiple users within the 
same frequency band. This capability significantly improves 
spectral efficiency and overall network performance, making it 
a key component in modern wireless systems, especially in the 
context of 5G and beyond.

The concept of Massive MIMO is built on the principles of 
spatial multiplexing and beamforming, which enable the base 
station to serve multiple users by exploiting the spatial 
dimensions of the wireless channel. By using hundreds of 
antennas, Massive MIMO can create highly directional beams 
that focus energy toward specific users, thereby reducing 
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interference and improving signal strength. This technology not 
only increases capacity but also enhances energy efficiency, as 
it can adaptively allocate resources based on user demand and 
channel conditions [1]. However, this benefit comes with 
challenges, particularly in terms of accurate channel estimation, 
which is essential for the success of beamforming and resource 
allocation algorithms [2].

Channel estimation in Massive MIMO is inherently difficult 
due to the large number of antennas and the complexity of the 
wireless channel in high-mobility and dense environments. 
Traditional estimation methods such as LS [3] and MMSE [4] 
offer basic solutions but fail to cope effectively with increasing 
system complexity. These limitations have led to the 
application of machine learning-based techniques, which 
leverage large datasets and complex models to learn the 
channel's characteristics and provide more robust solutions.

Recent advancements in deep learning, particularly 
convolutional neural networks, have shown promise in 
enhancing channel estimation accuracy by capturing spatial 
correlations and temporal dynamics more effectively than 
traditional methods. Moreover, the integration of reinforcement 
learning approaches has opened new avenues for adaptive 
channel estimation, allowing systems to dynamically adjust 
their parameters based on real-time feedback from the 
environment.

This paper provides a comprehensive review of both 
traditional and ML-based methods for channel estimation in 
Massive MIMO, discusses their strengths and weaknesses, and 
explores possible future developments.

II. TRADITIONAL CHANNEL ESTIMATION METHODS

A. Least Squares (LS)
The Least Squares (LS) method is a widely used approach 

for channel estimation in wireless communication systems, 
particularly in OFDM and MIMO configurations, due to its 
simplicity and computational efficiency [5], [6]. While LS is 
simple and computationally efficient, it suffers from high mean 
square error, especially at low signal-to-noise ratios [7]. These 
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their parameters based on real-time feedback from the 
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Least squares methods are pivotal in channel estimation for 
MIMO (Multiple Input Multiple Output) and Massive MIMO 
systems, where accurate channel state information (CSI) is 
essential for optimizing transmission strategies. These methods 
focus on estimating the characteristics of communication 
channels by minimizing the sum of the squares of the 
differences between observed and estimated values, which is 
particularly relevant in MIMO systems that utilize multiple 
antennas at both the transmitter and receiver to enhance 
communication performance.

In MIMO systems, the least squares method serves as a low-
complexity design approach for parameter estimation, allowing 
for effective retrieval of channel state information even when 
pilot sequences are limited. The linear least squares problem, 
often referred to as regression analysis, provides a closed-form 
solution that is beneficial for estimating parameters in these 
complex systems. This is crucial because the performance of 
MIMO systems heavily relies on accurate channel estimation to 
mitigate the effects of noise and interference, which can 
significantly degrade transmission quality. Moreover, the 
application of least squares methods in Massive MIMO systems 
is particularly advantageous due to the large number of 
antennas involved. These systems can leverage the additional 
antennas to compensate for the reduced number of pilot signals, 
thus maintaining reliable channel estimation. The estimation 
error analysis is also vital, as it evaluates the accuracy of the 
channel estimates obtained through least squares methods, 
helping to improve overall system performance and reliability.

Spatial multiplexing, a technique that allows multiple data 
streams to be transmitted simultaneously over the same 
channel, further illustrates the importance of least squares 
methods in maximizing data rates in MIMO systems. Accurate 
channel estimation is essential for effectively implementing 
spatial multiplexing, as it directly impacts the system’s ability 
to handle multiple independent data streams without 
interference. LS assumes that the channel is static and 
deterministic. It estimates the channel coefficients by solving a 
system of linear equations. The solution that minimizes the sum 
of squared errors between the estimated and actual received 
signals is chosen as the channel estimate.

In Massive MIMO systems, the LS estimator is commonly 
employed for uplink channel estimation, although its 
performance is highly dependent on the choice of training pilots 
and is sensitive to outlier measurements. To address these 
challenges, techniques such as sparse Bayesian learning (SBL) 
have been integrated with LS to improve estimation accuracy 
by exploiting channel sparsity and separating impulsive noise 
from the signal of interest [8]. Additionally, combining LS with 
singular value decomposition (SVD) has been proposed to 
enhance channel estimation accuracy by using SVD to calculate 
the initial channel matrix, followed by LS signal detection to 
refine the channel state information (CSI) [9], [10]. In MIMO-
OFDM systems, LS estimation is used alongside adjustable 
phase shift pilots (APSPs) to reduce pilot overhead and improve 
the mean square error (MSE) of the channel estimate [11], [12].

Furthermore, LS methods are favored in 5G wireless 
communications for their practicality and ease of 

implementation, despite being less accurate than minimum 
mean square error (MMSE) methods, which require channel 
statistics [13]. The LS method’s performance can be enhanced 
by increasing the number of base station antennas, which 
improves the bit error rate (BER) [14].

The Least Squares (LS) method in channel estimation for 
Massive MIMO systems offers several advantages and 
disadvantages. One of the primary advantages of LS is its 
simplicity and ease of implementation, making it resource-
friendly and practical for industry applications [13]. LS does 
not require prior statistical knowledge of the channel, which is 
beneficial in scenarios where such information is unavailable 
[15]. Additionally, LS can be computationally efficient, 
especially when optimized to minimize the relative error 
between estimated and actual channel coefficients, leading to 
faster data processing [13].

However, LS has notable disadvantages, particularly its poor 
performance in low signal-to-noise ratio (SNR) environments, 
where it provides less accurate channel estimates compared to 
more sophisticated methods like Minimum Mean Square Error 
(MMSE) [16], [15]. LS can also introduce significant modeling 
errors when used to decouple pilot matrices, which can affect 
the accuracy of channel estimation [17]. Furthermore, LS is less 
effective in handling pilot contamination and interference, 
which can degrade the uplink rate in Massive MIMO systems 
[18]. Despite these limitations, LS remains a widely used 
method due to its straightforward implementation and low 
computational complexity, making it suitable for scenarios 
where computational resources are limited [19].

While LS is straightforward to use and efficient in terms of 
computation, it does have some drawbacks. Firstly, it is 
vulnerable to interference, particularly in noisy conditions. 
Secondly, LS ignores any previous statistical data about the 
channel, which can affect its precision. Thirdly, LS requires 
many pilot symbols to obtain reliable channel estimates. 
Although LS techniques are fundamental in estimating channels 
for MIMO systems, combining them with other methods and 
algorithms is essential for overcoming their shortcomings and 
improving performance in large-scale MIMO scenarios.
B. Minimum Mean Square Error (MMSE)

Besides being used as a signal detection technique [20], the 
Minimum Mean Square Error (MMSE) method addresses the 
limitations of LS by incorporating noise statistics. It aims to 
minimize the mean squared error between the estimated and 
actual channel response. This approach generally provides 
better accuracy than LS, especially in noisy conditions.

The Minimum Mean Square Error (MMSE) method is a 
prominent channel estimation technique in Massive MIMO 
systems, known for its high accuracy in acquiring channel state 
information (CSI) essential for optimal system performance. 
MMSE assumes that the channel is a random variable with 
known statistical properties. It estimates the channel 
coefficients by minimizing the expected squared error between 
the estimated and actual channel response. This minimization is
achieved by using the channel’s prior distribution and the noise 
statistics. MMSE estimators are particularly effective in 
environments with spatially correlated Rician fading, where 
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they can achieve improved normalized mean square error 
(NMSE) as the Rician K-factor decreases, indicating better 
performance under Rayleigh fading conditions [21]. However, 
the classical linear MMSE estimator is computationally 
intensive, especially in Massive MIMO contexts, prompting the 
development of alternative methods like the rank-1 subspace 
channel estimator, which offers lower complexity while 
maintaining high accuracy [22].

The MMSE method’s reliance on accurate channel 
covariance matrices is a critical factor, as imperfections in these 
matrices can significantly affect estimation accuracy [23]. To 
address this, techniques such as the generalized eigenvalue 
decomposition (GEVD) have been proposed to estimate low-
rank channel covariance matrices, enhancing MMSE 
performance in uplink cellular systems [24]. Additionally, 
model-based approaches and Bayesian estimators have been 
explored to reduce computational complexity while 
maintaining estimation quality [25], [23]. Despite these 
advancements, MMSE estimators still face challenges such as 
interference in multi-user environments, which can be 
mitigated by incorporating channel estimation errors into the 
MMSE detector [26].

One of the primary advantages of MMSE is its ability to 
provide accurate channel state information (CSI), which is 
crucial for the performance of Massive MIMO systems, 
especially in uplink scenarios where interference between user 
equipments (UEs) can be significant [24], [27]. MMSE 
estimators are effective in mitigating interference and 
improving spectral and energy efficiency, particularly when 
dealing with pilot contamination [28]. Additionally, MMSE can 
be adapted to various system configurations, such as those 
involving spatially correlated Rician fading channels, where it 
shows improved normalized mean square error (NMSE) as the 
Rician K-factor decreases [21].

However, MMSE channel estimation also has notable 
disadvantages, including its computational complexity, which 
can be a significant challenge in systems with large numbers of 
antennas or when one-bit quantization is used at the receiver 
[29]. To address this, techniques such as polynomial expansion 
have been proposed to reduce complexity while maintaining 
estimation performance [30]. Furthermore, MMSE requires 
accurate estimates of channel covariance matrices, which can 
be difficult to obtain, especially in low-rank scenarios [24], 
[27]. Despite these challenges, MMSE remains a popular 
choice due to its optimality in estimation theory and its ability 
to adapt to different channel conditions and system 
requirements [29], [31].

Both the Minimum Mean Square Error (MMSE) and Least 
Squares (LS) methods are widely used for channel estimation, 
each with distinct advantages and limitations. The MMSE 
estimator is known for its optimality in minimizing the mean 
square error, making it highly effective in scenarios with high 
interference and noise, as it requires knowledge of the channel 
covariance matrix to mitigate interference between user 
equipments (UEs) in neighboring cells [24], [27]. This method 
is particularly beneficial in spatially correlated Rician fading 
channels, where it achieves lower normalized mean square error 

(NMSE) as the Rician K-factor decreases [21]. However, 
MMSE’s computational complexity and requirement for 
channel covariance information can be a drawback [29]. On the 
other hand, the LS method is simpler and does not require prior 
knowledge of the channel statistics, making it easier to 
implement [32]. It is effective in scenarios with high signal-to-
noise ratio (SNR) and low interference, as demonstrated in 
MIMO-OFDM systems [32]. Despite its simplicity, LS can 
suffer from higher estimation errors compared to MMSE, 
especially in correlated channels [33]. In 5G systems, a 
modified entropy-based LS (MELS) has been proposed to 
enhance LS performance, outperforming both LS and MMSE 
at high SNR values [34].

While MMSE remains a robust method for channel 
estimation in Massive MIMO systems, ongoing research 
continues to refine its efficiency and accuracy, addressing 
computational and interference challenges [34], [35].

C. Compressed Sensing (CS)
Compressed Sensing (CS) leverages the sparse nature of 

wireless channels to reduce the number of required pilot 
symbols. CS is based on the principle that many signals, 
including wireless channels, can be represented as sparse 
vectors in a suitable basis. This means that only a small number 
of coefficients are non-zero. CS algorithms exploit this sparsity 
to recover the channel coefficients from a smaller number of 
measurements than would be required by traditional methods. 
This technique is particularly effective for Massive MIMO 
channels, especially in millimeter-wave (mmWave) 
communications. CS reconstructs sparse channels from fewer 
measurements, thereby reducing the pilot overhead. 

In frequency division duplex (FDD) systems, the pilot 
overhead is particularly burdensome, and CS offers a solution 
by leveraging the sparsity of the channel. For instance, 
structured compressive sensing (SCS) schemes reduce pilot 
overhead by exploiting spatio-temporal common sparsity in 
delay-domain MIMO channels, using non-orthogonal pilots 
and adaptive algorithms like the adaptive structured subspace 
pursuit (ASSP) to enhance estimation accuracy [36] [37]. 

In MIMO-OTFS systems, radar sensing information is 
utilized to aid channel estimation by identifying strong angle-
delay-Doppler taps, transforming the problem into a sparse 
recovery task [38]. Deep learning approaches, such as the two-
step orthogonal matching pursuit (OMP) method, integrate CS 
with neural networks to improve channel state information 
(CSI) estimation in mmWave systems, even in low SNR 
conditions [39] [40]. Additionally, algorithms like the zebra 
optimization-based CoSaMP enhance estimation accuracy by 
optimizing the atomic matching process [41]. The generalized 
block adaptive matching pursuit (gBAMP) algorithm further 
refines channel estimation by optimizing index sets and using 
adaptive iterative stop conditions [42]. These methods 
collectively demonstrate that CS-based techniques can 
significantly reduce pilot and feedback overhead while 
maintaining high estimation accuracy, thereby enhancing the 
spectral and energy efficiency of massive MIMO systems [43] 
[44].
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Compared to LS and MMSE, CS offers several advantages. 
First, it can significantly reduce the pilot overhead, which is 
especially important in scenarios with limited resources. 
Second, CS can provide accurate channel estimates even with a 
small number of measurements. However, CS also has some 
disadvantages. Its performance may degrade in non-sparse 
environments, and it can be computationally expensive for 
sparse recovery.

There are three types of CS methods stated in Table 1.

TABLE I
COMPRESSED SENSING METHODS

Method Pros Cons

Orthogonal 
Matching 
Pursuit 
(OMP)

Simple and 
computationally efficient, 
making it suitable for real-
time applications. It is a 
greedy algorithm that 
iteratively selects the atom 
that has the highest 
correlation with the 
residual. This simplicity 
can be advantageous in 
scenarios where 
computational resources 
are limited. However, 
OMP can get stuck in local 
minima, especially when 
the signal is highly 
correlated. This can lead to 
suboptimal performance in 
some cases.

Can get stuck in 
local minima, 
especially when the 
signal is highly 
correlated. This can 
lead to suboptimal 
performance in 
some cases.

Basis Pursuit 
(BP)

Formulates the channel 
recovery problem as a 
convex optimization 
problem, which guarantees 
a global optimal solution. 
This makes BP more 
robust to noise and can 
provide better performance 
than OMP in some cases. 
However, BP can be 
computationally 
expensive, especially for 
large-scale problems.

Can be 
computationally 
expensive, 
especially for 
large-scale 
problems.

Compressive 
Sampling 
Matching 
Pursuit 
(CoSaMP)

Combines the strengths of 
OMP and BP. It is more 
robust to noise than OMP 
and can provide better 
performance than BP in 
some cases. However, 
CoSaMP is more complex 

More complex than 
OMP and can be 
computationally 
expensive.

than OMP and can be 
computationally 
expensive.

D. Kalman Filtering
Kalman filtering is a recursive estimation technique that 

updates the channel state based on prior knowledge and new 
measurements. It is well-suited for time-varying channels and 
is often used in scenarios involving high user mobility. Kalman 
filtering models the channel as a dynamic system with a state 
vector that evolves over time. The state vector contains the 
channel coefficients and their derivatives. Kalman filtering uses 
a prediction step to forecast the channel state based on the 
previous state and a measurement update step to correct the 
prediction based on new measurements.

Kalman filtering methods in channel estimation for massive 
MIMO systems are pivotal due to their ability to dynamically 
track and predict channel state information (CSI) in time-
varying environments. The Multi-Stage Kalman Filter (MSKF) 
is a notable approach that leverages a reduced delay-line 
equalizer and Krylov-space based techniques to achieve fast 
convergence and reduced channel tracking errors, making it 
suitable for large-scale MMIMO systems [45]. The Vector 
Kalman Filter (VKF) is another method that utilizes 
autoregressive (AR) parameters from spatial channel models 
(SCM) to predict channels, offering a balance between 
computational complexity and prediction accuracy compared to
machine learning-based methods [46] [47] [48]. In time-
varying MIMO-OFDM systems, Kalman filters are used to 
track regularized zero-forcing (RZF) precoding coefficients, 
significantly reducing computational complexity by avoiding 
pseudo-inverse calculations [49]. 

Adaptive Kalman filters are advantageous in handling 
channel aging and varying user mobility, providing effective 
channel coefficient predictions for precoder construction [50]. 
Additionally, Kalman filters can estimate CSI based on 
received data without relying heavily on channel statistics, thus 
reducing the need for frequent pilot transmissions [51]. The use 
of Kalman filters in TDD massive MIMO systems allows for 
longer intervals between pilot transmissions, enhancing 
spectral efficiency by accommodating high Doppler spreads 
[52]. In STBC MIMO-OFDM systems, Kalman filters improve 
channel estimation accuracy by utilizing orthogonal pilot 
sequences and dynamic tracking properties, which are crucial 
in dynamic multipath environments [53]. Finally, the Kalman 
filter's ability to adaptively track time-domain changes in 
channels is enhanced by leveraging space-time reciprocity in 
antenna arrays, thus improving estimation accuracy in MIMO 
systems [54].

Compared to LS, MMSE, and CS, Kalman filtering offers 
several advantages. First, it is well-suited for time-varying 
channels and can provide accurate channel estimates even in 
dynamic environments. Second, Kalman filtering can be 
implemented in a recursive manner, which is efficient for real-
time applications. However, Kalman filtering also has some 
disadvantages. It requires accurate initial state information and 
can be computationally intensive for large-scale systems.
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Second, CS can provide accurate channel estimates even with a 
small number of measurements. However, CS also has some 
disadvantages. Its performance may degrade in non-sparse 
environments, and it can be computationally expensive for 
sparse recovery.

There are three types of CS methods stated in Table 1.
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are limited. However, 
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D. Kalman Filtering
Kalman filtering is a recursive estimation technique that 

updates the channel state based on prior knowledge and new 
measurements. It is well-suited for time-varying channels and 
is often used in scenarios involving high user mobility. Kalman 
filtering models the channel as a dynamic system with a state 
vector that evolves over time. The state vector contains the 
channel coefficients and their derivatives. Kalman filtering uses 
a prediction step to forecast the channel state based on the 
previous state and a measurement update step to correct the 
prediction based on new measurements.

Kalman filtering methods in channel estimation for massive 
MIMO systems are pivotal due to their ability to dynamically 
track and predict channel state information (CSI) in time-
varying environments. The Multi-Stage Kalman Filter (MSKF) 
is a notable approach that leverages a reduced delay-line 
equalizer and Krylov-space based techniques to achieve fast 
convergence and reduced channel tracking errors, making it 
suitable for large-scale MMIMO systems [45]. The Vector 
Kalman Filter (VKF) is another method that utilizes 
autoregressive (AR) parameters from spatial channel models 
(SCM) to predict channels, offering a balance between 
computational complexity and prediction accuracy compared to
machine learning-based methods [46] [47] [48]. In time-
varying MIMO-OFDM systems, Kalman filters are used to 
track regularized zero-forcing (RZF) precoding coefficients, 
significantly reducing computational complexity by avoiding 
pseudo-inverse calculations [49]. 

Adaptive Kalman filters are advantageous in handling 
channel aging and varying user mobility, providing effective 
channel coefficient predictions for precoder construction [50]. 
Additionally, Kalman filters can estimate CSI based on 
received data without relying heavily on channel statistics, thus 
reducing the need for frequent pilot transmissions [51]. The use 
of Kalman filters in TDD massive MIMO systems allows for 
longer intervals between pilot transmissions, enhancing 
spectral efficiency by accommodating high Doppler spreads 
[52]. In STBC MIMO-OFDM systems, Kalman filters improve 
channel estimation accuracy by utilizing orthogonal pilot 
sequences and dynamic tracking properties, which are crucial 
in dynamic multipath environments [53]. Finally, the Kalman 
filter's ability to adaptively track time-domain changes in 
channels is enhanced by leveraging space-time reciprocity in 
antenna arrays, thus improving estimation accuracy in MIMO 
systems [54].

Compared to LS, MMSE, and CS, Kalman filtering offers 
several advantages. First, it is well-suited for time-varying 
channels and can provide accurate channel estimates even in 
dynamic environments. Second, Kalman filtering can be 
implemented in a recursive manner, which is efficient for real-
time applications. However, Kalman filtering also has some 
disadvantages. It requires accurate initial state information and 
can be computationally intensive for large-scale systems.
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time applications. However, Kalman filtering also has some 
disadvantages. It requires accurate initial state information and 
can be computationally intensive for large-scale systems.

TABLE I
COMPRESSED SENSING METHODS



Channel Estimation Methods in Massive MIMO: A Comparative  
Review of Machine Learning and Traditional Techniques

INFOCOMMUNICATIONS JOURNAL

MARCH 2025 • VOLUME XVII • NUMBER 1 23

5
> REPLACE THIS LINE WITH YOUR MANUSCRIPT ID NUMBER (DOUBLE-CLICK HERE TO EDIT) <

III. MACHINE LEARNING-BASED CHANNEL ESTIMATION 
METHODS

Machine learning (ML) methods offer a promising 
alternative to traditional channel estimation techniques. By 
leveraging data-driven models, ML can learn complex channel 
characteristics from historical data, making it well-suited for 
Massive MIMO systems with their scale and dynamic nature.

Machine learning-based methods for channel estimation in 
Massive MIMO systems have emerged as powerful tools to 
address the challenges posed by the complexity and dynamic 
nature of wireless communication environments. Deep learning 
models, such as deep belief networks (DBNs) and 
convolutional neural networks (CNNs), have been effectively 
utilized to enhance channel estimation accuracy by learning 
spatial structures and channel statistics, as demonstrated by the 
DBN-BES technique, which achieves low root mean square 
error (RMSE) even in low signal-to-noise ratio (SNR) 
conditions [55].

In high-mobility scenarios, deep learning frameworks like 
the one proposed for MIMO-OTFS systems leverage CNNs to 
transform frequency-selective fading channels into quasi-time-
invariant channels, significantly improving bit error rate (BER) 
and normalized mean squared error (NMSE) while reducing 
computational complexity by 80% [56]. Additionally, CNN-
based models have been shown to outperform traditional 
methods like least squares (LS) and minimum mean square 
error (MMSE) in low SNR regimes, providing flexibility across 
various channel conditions without requiring prior statistical 
knowledge [15]. Other innovative approaches include the use 
of graph neural networks (GNNs), which incorporate system 
topology to improve generalization across different antenna 
configurations [57].

Furthermore, learning-based methods employing non-
orthogonal pilots in grant-free multiple access scenarios have 
demonstrated promising performance in achieving low bit error 
rates in Massive MIMO systems [58]. Techniques such as the 
Spatial-Frequency UNet++ exploit spatial and frequency 
associations to enhance channel estimation accuracy [59].

These advancements highlight the potential of machine 
learning to not only improve estimation accuracy but also 
reduce computational complexity, making them suitable for 
real-world applications in 5G and beyond [60], [16].

A. Deep neural networks (DNNs)
Deep neural networks (DNNs) have been successfully 

applied to channel estimation tasks. DNNs can approximate the 
mapping between received pilot signals and the channel 
response, capturing non-linearities and complex relationships 
in wireless channels. This enables them to outperform 
traditional methods, especially in dynamic environments. 
However, DNNs require large training datasets and can be 
computationally expensive to train.

Implementing channel estimation in Massive MIMO systems 
using DNNs involves several innovative approaches that 
leverage the capabilities of deep learning to enhance 
performance and efficiency. One such method is a two-stage 
estimation process that combines pilot-aided and data-aided 

channel estimation. In the first stage, a two-layer neural 
network (TNN) and a deep neural network (DNN) are used to
jointly design the pilot and the channel estimator, optimizing 
the pilot length relative to the number of transmit antennas. This 
is crucial because traditional methods assume the pilot length is 
equal to or larger than the number of antennas, which is not
always feasible in Massive MIMO systems due to resource 
constraints [61]. The second stage involves further refining the 
channel estimation accuracy through iterative processes using 
another DNN, which minimizes the mean square error (MSE) 
of channel estimation. This iterative approach is shown to 
converge quickly, typically within five iterations, making it 
practical for real-time applications [61]. Additionally, deep 
learning-based methods can be categorized into data-driven and 
model-driven approaches. Data-driven methods use DNNs to 
directly map received signals to channel parameters, while 
model-driven methods, such as those using sparse Bayesian 
learning (SBL), unfold traditional algorithms into DNNs to 
capture complex channel sparsity structures effectively [62].

Another approach involves using a Channel State 
Information Network combined with a gated recurrent unit 
(CsiNet-GRU) to enhance the recovery quality and balance the 
trade-off between compression ratio and complexity in Massive 
MIMO systems. This method also employs dropout techniques 
to reduce overfitting during the learning process, resulting in 
significant performance improvements over existing techniques 
[63]. Furthermore, the use of reinforcement learning (RL) in 
semi-data-aided channel estimation can reduce communication 
latency by selecting reliable detected symbol vectors, thus 
optimizing the channel estimation process in Massive MIMO 
systems [64]. These methods collectively demonstrate the 
potential of DNNs to address the challenges of channel 
estimation in Massive MIMO systems, offering solutions that 
improve accuracy, reduce latency, and manage computational 
complexity effectively.

B. Convolutional neural networks (CNNs)
Convolutional neural networks (CNNs) are particularly 

effective for extracting spatial features from data. In Massive 
MIMO, CNNs can process channel state information (CSI) and 
predict the channel based on the spatial correlation between 
antennas. This approach offers improvements in accuracy and 
robustness, especially in multi-user MIMO systems. However, 
CNNs require careful tuning of the network architecture and 
can be computationally expensive during inference.

CNNs have been increasingly utilized for channel estimation 
in wireless communication systems due to their ability to handle 
complex, non-linear problems and their robustness to imperfect 
channel state information (CSI). CNNs are particularly 
effective in Massive MIMO systems, where they can refine 
coarse least squares (LS) estimations by exploiting channel 
correlations in both frequency and time domains, leading to 
improved performance and reduced overhead [62].

The CNN-based approach is advantageous because it can 
process imperfect CSI with strong robustness, which is crucial 
in practical scenarios where perfect CSI is often unattainable 
[65]. The architecture typically involves convolutional layers 
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that extract features from the input data, followed by fully 
connected layers that convert these features into the desired 
output dimensions, such as combiner weights or refined channel 
estimates [66]. This structure allows CNNs to learn the statistics 
of the channel model and acquire sparsity features in the angle 
domain, which are essential for accurate channel estimation 
[66]. Moreover, CNNs have been shown to significantly 
decrease computational complexity compared to traditional 
algorithms, making them a practical choice for real-time 
applications [65].

In some implementations, CNNs are combined with other 
neural network architectures, such as long short-term memory
(LSTM) networks, to enhance their ability to handle fast time-
varying channels and further improve estimation accuracy [66]. 
The use of CNNs in channel estimation is part of a broader trend 
of applying deep learning techniques to various physical layer 
problems in wireless communications, demonstrating their 
versatility and effectiveness in addressing the challenges posed 
by Massive MIMO systems [62].

CNNs offer a promising solution for channel estimation by 
providing a balance between performance, robustness, and 
computational efficiency, which are critical for the next 
generation of wireless communication systems. Moreover, the 
integration of attention mechanisms within these architectures 
can further refine the model's focus on relevant features, leading
to even greater improvements in performance and adaptability 
in dynamic environments.

C. Recurrent neural networks (RNNs)
Recurrent neural networks (RNNs) and their variant LSTM 

are designed to handle sequential data and capture time 
dependencies in channel matrices, making them ideal for time-
varying channel estimation in mobile environments. LSTMs 
can capture long-term dependencies in time-series data, which 
is particularly useful for tracking slow-fading channels in 
Massive MIMO systems. However, RNNs and LSTMs can be 
computationally expensive and require large-scale training.

The RNN-based approach leverages the inherent time and 
frequency correlations in wireless channels, which allows for 
more accurate channel estimation without the need for 
extensive channel-state-information (CSI) feedback or pilot 
assignment [67]. The LSTM networks are trained to predict the 
current channel matrix using a series of past channel matrices, 
optimizing the number of time steps considered to balance 
between capturing time correlation and avoiding excessive 
randomness [67]. This method is particularly beneficial in 
scenarios with long time coherence and channel hardening, 
where it outperforms traditional blind detection and least 
squares (LS) estimators [67].

Additionally, RNNs, including LSTM and Gated Recurrent 
Unit (GRU) architectures, have been proposed for doubly-
selective channel estimation, addressing challenges posed by 
multi-path propagation and Doppler effects in dynamic 
environments. These RNN-based schemes demonstrate 
superior performance in terms of bit error rate and throughput 
across various mobility scenarios and modulation orders, while 
also reducing computational complexity and execution time 

compared to conventional methods [68].
Furthermore, the integration of deep learning techniques, 

such as combining LSTM with deep neural networks (DNNs), 
enhances the generalization capabilities of channel estimation 
models, allowing them to adapt more efficiently to non-
stationary environments and reduce pilot overhead [69], [70]. 
These advancements highlight the potential of RNNs in 
improving the accuracy and efficiency of channel estimation in 
modern wireless communication systems, making them a 
promising tool for future developments in this field.

D. Autoencoders
Autoencoders are used for dimensionality reduction in high-

dimensional systems like Massive MIMO. They compress the 
channel state information into a lower-dimensional space while 
maintaining key features for accurate channel reconstruction. 
This can reduce the computational complexity of channel 
estimation and improve efficiency.

Autoencoders, particularly variational autoencoders (VAEs) 
and convolutional neural network (CNN) autoencoders, have 
been explored for channel estimation in various contexts. The 
use of VAEs in channel estimation is highlighted in the context 
of underdetermined systems, where they are employed to 
parameterize an approximation to the mean squared error 
(MSE)-optimal estimator. This approach is advantageous as it 
does not require perfect channel state information (CSI) during 
the offline training phase, which is a significant improvement 
over other deep learning-based methods that typically demand 
such data [71].

Additionally, CNN autoencoders have been utilized in 
differential encoding networks for CSI estimation, where they 
have shown to outperform traditional compressed sensing 
approaches. These autoencoders are used to encode and 
feedback estimation errors, leveraging their ability to compress 
error terms effectively. This method combines unrolled 
optimization networks with autoencoders, demonstrating 
superior performance compared to previous autoencoder-based 
approaches [72].

Furthermore, the integration of autoencoders in channel 
estimation frameworks allows for the exploitation of sparsity in 
channel realizations, particularly in the angular domain, which 
enhances the network's ability to handle interference and 
improve estimation accuracy [73]. These applications 
underscore the versatility and effectiveness of autoencoders in 
addressing the challenges of channel estimation, such as pilot 
contamination and feedback compression, in modern wireless 
communication systems. The use of autoencoders, therefore, 
represents a promising direction for improving the efficiency 
and accuracy of channel estimation processes in various MIMO 
system configurations. However, autoencoders require large 
datasets and their performance is limited by the network design.

E. Reinforcement learning (RL)
Reinforcement learning (RL) is another promising approach 

to channel estimation. RL agents can learn policies that 
optimize the estimation process over time by interacting with 
the environment. This allows RL to adapt to different channel 
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conditions without explicit training data, making it robust to 
changing environments.

The use of RL for channel estimation is explored in the 
context of optimizing the selection of detected symbols for a 
semi-data-aided channel estimator. This approach involves 
formulating an optimization problem that adaptively selects 
these symbols, which is then solved using an efficient RL 
algorithm. The RL-based channel estimator demonstrates 
superior performance in terms of normalized mean square error 
(NMSE) and block error rate (BLER) compared to conventional 
pilot-aided methods by leveraging detected symbol vectors as 
additional pilot signals [64]. This method is particularly 
advantageous as it can be universally applied to any soft-output 
data detection method that computes log-likelihood ratios 
(LLRs) of transmitted data bits, thus enhancing its applicability 
across various data detection scenarios [64].

The RL algorithm's ability to utilize a priori probabilities 
(APPs) obtained from maximum a posteriori (MAP) data 
detection methods further underscores its versatility and 
effectiveness in channel estimation tasks. This approach not 
only improves the accuracy of channel estimation but also 
reduces the reliance on traditional pilot signals, thereby 
optimizing the overall communication system performance. 
The integration of RL in channel estimation represents a 
significant advancement in wireless communication, offering a 
robust framework for enhancing signal processing capabilities 
in complex and dynamic environments. However, RL requires 
exploration and may converge slowly.

TABLE II
ML-BASED METHODS

Method Advantages Disadvantages

DNNs

- Highly flexible 
models capable of 
learning complex non-
linear relationships 
between received 
signals and channel 
coefficients. - Can 
capture both spatial and 
temporal correlations in 
the channel, making 
them suitable for a wide 
range of wireless 
environments. -
Relatively easy to train 
and deploy compared to 
other ML methods.

- Require large 
training datasets, 
which can be 
challenging to obtain 
and label. -
Computationally 
expensive, especially 
for large-scale 
models, requiring 
significant 
computational 
resources. - Sensitive 
to overfitting, which 
can lead to poor 
generalization 
performance.

CNNs - Efficiently extract 
spatial features from 

- May struggle to 
capture temporal 

- Computationally 
efficient compared to 
DNNs, making them 
suitable for real-time 
applications. -
Relatively easy to train 
and deploy, especially 
when using pre-trained 
models.

- Require careful 
tuning of the network 
architecture and 
hyperparameters to 
achieve optimal 
performance.

RNNs/LSTMs

- Handle sequential data 
effectively, making 
them well-suited for 
time-varying channels 
in mobile 
environments. - Can 
capture long-term 
dependencies in the 
channel, which is 
important for predicting 
future channel states. -
Relatively easy to train 
and deploy compared to 
other ML methods.

- Computationally 
expensive, especially 
for large-scale models 
and long sequences. -
Can suffer from the 
vanishing gradient 
problem, which can 
make training 
difficult. - Sensitive to 
noise and outliers in 
the data.

Autoencoders

- Reduce the 
dimensionality of CSI, 
which can improve 
computational 
efficiency and reduce 
storage requirements. -
Can be trained 
unsupervised, which 
can be advantageous 
when labeled data is 
limited. - Can capture 
important features of 
the channel while 
reducing noise and 
redundancy.

- May not capture all 
important features of 
the channel, leading to 
suboptimal 
performance. -
Sensitive to noise and 
outliers in the data. -
Difficult to train, 
especially for 
complex 
architectures.

RL

- Adapts to changing 
channel conditions 
without requiring 
explicit training data. -
Can optimize channel 
estimation performance 
over time, improving 
accuracy and 
efficiency. - Can be 
used in environments 
with limited or no prior 
knowledge of the 
channel.

- Computationally 
expensive, especially 
for complex 
environments and 
large state spaces. -
Can converge slowly, 
especially in 
challenging 
environments. -
Difficult to tune and 
evaluate RL agents.

In addition to these methods, hybrid approaches that combine CSI, which is crucial 
for channel estimation 
in Massive MIMO
systems. 

dependencies in time-
varying channels, 
limiting their 
effectiveness in 
certain environments. 

ML with traditional techniques have also been explored. For 
example, hybrid methods can use ML to learn the parameters of 
a traditional channel model or to improve the accuracy of 
traditional estimation algorithms.
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and long sequences. -
Can suffer from the 
vanishing gradient 
problem, which can 
make training 
difficult. - Sensitive to 
noise and outliers in 
the data.

Autoencoders

- Reduce the 
dimensionality of CSI, 
which can improve 
computational 
efficiency and reduce 
storage requirements. -
Can be trained 
unsupervised, which 
can be advantageous 
when labeled data is 
limited. - Can capture 
important features of 
the channel while 
reducing noise and 
redundancy.

- May not capture all 
important features of 
the channel, leading to 
suboptimal 
performance. -
Sensitive to noise and 
outliers in the data. -
Difficult to train, 
especially for 
complex 
architectures.

RL

- Adapts to changing 
channel conditions 
without requiring 
explicit training data. -
Can optimize channel 
estimation performance 
over time, improving 
accuracy and 
efficiency. - Can be 
used in environments 
with limited or no prior 
knowledge of the 
channel.

- Computationally 
expensive, especially 
for complex 
environments and 
large state spaces. -
Can converge slowly, 
especially in 
challenging 
environments. -
Difficult to tune and 
evaluate RL agents.

In addition to these methods, hybrid approaches that combine CSI, which is crucial 
for channel estimation 
in Massive MIMO
systems. 

dependencies in time-
varying channels, 
limiting their 
effectiveness in 
certain environments. 

ML with traditional techniques have also been explored. For 
example, hybrid methods can use ML to learn the parameters of 
a traditional channel model or to improve the accuracy of 
traditional estimation algorithms.
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conditions without explicit training data, making it robust to 
changing environments.

The use of RL for channel estimation is explored in the 
context of optimizing the selection of detected symbols for a 
semi-data-aided channel estimator. This approach involves 
formulating an optimization problem that adaptively selects 
these symbols, which is then solved using an efficient RL 
algorithm. The RL-based channel estimator demonstrates 
superior performance in terms of normalized mean square error 
(NMSE) and block error rate (BLER) compared to conventional 
pilot-aided methods by leveraging detected symbol vectors as 
additional pilot signals [64]. This method is particularly 
advantageous as it can be universally applied to any soft-output 
data detection method that computes log-likelihood ratios 
(LLRs) of transmitted data bits, thus enhancing its applicability 
across various data detection scenarios [64].

The RL algorithm's ability to utilize a priori probabilities 
(APPs) obtained from maximum a posteriori (MAP) data 
detection methods further underscores its versatility and 
effectiveness in channel estimation tasks. This approach not 
only improves the accuracy of channel estimation but also 
reduces the reliance on traditional pilot signals, thereby 
optimizing the overall communication system performance. 
The integration of RL in channel estimation represents a 
significant advancement in wireless communication, offering a 
robust framework for enhancing signal processing capabilities 
in complex and dynamic environments. However, RL requires 
exploration and may converge slowly.

TABLE II
ML-BASED METHODS

Method Advantages Disadvantages

DNNs

- Highly flexible 
models capable of 
learning complex non-
linear relationships 
between received 
signals and channel 
coefficients. - Can 
capture both spatial and 
temporal correlations in 
the channel, making 
them suitable for a wide 
range of wireless 
environments. -
Relatively easy to train 
and deploy compared to 
other ML methods.

- Require large 
training datasets, 
which can be 
challenging to obtain 
and label. -
Computationally 
expensive, especially 
for large-scale 
models, requiring 
significant 
computational 
resources. - Sensitive 
to overfitting, which 
can lead to poor 
generalization 
performance.

CNNs - Efficiently extract 
spatial features from 

- May struggle to 
capture temporal 
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efficient compared to 
DNNs, making them 
suitable for real-time 
applications. -
Relatively easy to train 
and deploy, especially 
when using pre-trained 
models.

- Require careful 
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architecture and 
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achieve optimal 
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RNNs/LSTMs

- Handle sequential data 
effectively, making 
them well-suited for 
time-varying channels 
in mobile 
environments. - Can 
capture long-term 
dependencies in the 
channel, which is 
important for predicting 
future channel states. -
Relatively easy to train 
and deploy compared to 
other ML methods.

- Computationally 
expensive, especially 
for large-scale models 
and long sequences. -
Can suffer from the 
vanishing gradient 
problem, which can 
make training 
difficult. - Sensitive to 
noise and outliers in 
the data.

Autoencoders

- Reduce the 
dimensionality of CSI, 
which can improve 
computational 
efficiency and reduce 
storage requirements. -
Can be trained 
unsupervised, which 
can be advantageous 
when labeled data is 
limited. - Can capture 
important features of 
the channel while 
reducing noise and 
redundancy.

- May not capture all 
important features of 
the channel, leading to 
suboptimal 
performance. -
Sensitive to noise and 
outliers in the data. -
Difficult to train, 
especially for 
complex 
architectures.

RL

- Adapts to changing 
channel conditions 
without requiring 
explicit training data. -
Can optimize channel 
estimation performance 
over time, improving 
accuracy and 
efficiency. - Can be 
used in environments 
with limited or no prior 
knowledge of the 
channel.

- Computationally 
expensive, especially 
for complex 
environments and 
large state spaces. -
Can converge slowly, 
especially in 
challenging 
environments. -
Difficult to tune and 
evaluate RL agents.

In addition to these methods, hybrid approaches that combine CSI, which is crucial 
for channel estimation 
in Massive MIMO
systems. 

dependencies in time-
varying channels, 
limiting their 
effectiveness in 
certain environments. 

ML with traditional techniques have also been explored. For 
example, hybrid methods can use ML to learn the parameters of 
a traditional channel model or to improve the accuracy of 
traditional estimation algorithms.

TABLE II
Ml-BaSED METHODS
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One of the key challenges in ML-based channel estimation is 
the need for large training datasets. These datasets must be 
representative of the diverse channel conditions that the system 
will encounter in practice. Collecting and labeling such datasets 
can be time-consuming and expensive. To address this 
challenge, researchers have explored techniques such as data 
augmentation, transfer learning, and generative models.

Another challenge is the computational cost associated with 
training and deploying ML models. DNNs, CNNs, and RNNs 
can be computationally intensive, especially for large-scale 
models. To address this challenge, researchers have explored 
techniques such as model compression, quantization, and 
hardware acceleration.

Despite these challenges, ML-based channel estimation 
methods offer a promising avenue for addressing the challenges 

of channel estimation in Massive MIMO systems. By
leveraging the power of data-driven models, ML can learn 
complex channel characteristics and provide accurate channel 
estimates in dynamic and challenging environments. However, 
further research is needed to address the computational and data 
requirements of ML-based methods and to explore new hybrid 
approaches that combine the strengths of ML and traditional 
techniques.

IV. DISCUSSION

Machine learning (ML) methods offer a promising 
alternative to traditional channel estimation techniques. By 
leveraging data-driven models, ML can learn complex channel 
characteristics from historical data, making it well-suited for 
Massive MIMO systems with their scale and dynamic nature.

TABLE III
COMPARISON OF ML AND TRADITIONAL BASED METHODS

Method Complexity Accuracy Adaptability Pilot Overhead Data 
Requirements

Hardware 
Requirements

LS 𝑂𝑂(𝑛𝑛2) High MSE at low 
SNR Static channels Requires many 

pilot symbols
No prior channel 
statistics required Can run on CPUs

MMSE 𝑂𝑂(𝑛𝑛3)
Low MSE, 

especially at low 
SNR

Requires 
channel 
statistics

Requires many 
pilot symbols, but 

fewer than LS

Requires channel 
covariance matrix

May require 
GPUs for large-

scale system

Compressed 
Sensing

Sparse recovery 
algorithms can be 
computationally 

intensive

Good for sparse 
channels, degrades 

in non-sparse 
environment

Works best in 
sparse 

environment

Significantly 
reduces pilot 

overhead

Requires sparse 
channel 

representation

May require 
GPUs for real-

time applications

Kalman
Filtering

Recursive 
updates, 
𝑂𝑂(𝑛𝑛2)

Good for time-
varying channels

Excellent for 
dynamic 

environments

Requires periodic 
pilot updates

Requires initial 
state information

Can run on CPUs, 
but GPUs may 

speed up 
processing

DNN

Training: 
𝑂𝑂(𝑛𝑛4)

Inference: 
𝑂𝑂(𝑛𝑛3)

Captures non-
linearities, low 

MSE

Adapts well to 
dynamic 

environment

Learns channel 
structure, hence 
reducing pilot 

overhead

Requires large 
labeled datasets

Requires GPUs 
for training and 

inference

CNN

Training: 
𝑂𝑂(𝑛𝑛4)

Inference: 
𝑂𝑂(𝑛𝑛3)

captures spatial 
correlations, low 

MSE

Adapts well to 
multi-user 

MIMO

Learns spatial 
features, reduces 
pilot overhead

Requires large 
labeled datasets

Requires GPUs 
for training and 

inference

RNN/LSTM

Training: 
𝑂𝑂(𝑛𝑛4)

Inference: 
𝑂𝑂(𝑛𝑛3)

Captures temporal
dependencies, low 

MSE

Excellent for 
time-varying 
and mobile 

environments

Learns temporal 
features, reduces 
pilot overhead

Requires large 
labeled datasets 
with temporal 

sequences

Requires GPUs 
for training and 

inference

Autoencoder

Training: 
𝑂𝑂(𝑛𝑛4)

Inference: 
𝑂𝑂(𝑛𝑛3)

Good for 
dimensionality 

reduction, 
moderate MSE

Works well 
for high-

dimensional 
systems

Compresses CSI, 
reduces pilot 

overhead

Requires large 
datasets for 

training

Requires GPUs 
for training and 

inference

Reinforcement 
Learning

Exploration and 
policy 

optimization can 
be 

computationally 
intensive

Adapts to changing 
environments, low 

MSE

Excellent for 
dynamic and 

non-stationary 
environments

Reduces reliance 
on pilot signals

Requires 
interaction with the 

environment for 
training

Requires GPUs 
for training and 

inference

TABLE III
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One of the key challenges in ML-based channel estimation is 
the need for large training datasets. These datasets must be 
representative of the diverse channel conditions that the system 
will encounter in practice. Collecting and labeling such datasets 
can be time-consuming and expensive. To address this 
challenge, researchers have explored techniques such as data 
augmentation, transfer learning, and generative models.

Another challenge is the computational cost associated with 
training and deploying ML models. DNNs, CNNs, and RNNs 
can be computationally intensive, especially for large-scale 
models. To address this challenge, researchers have explored 
techniques such as model compression, quantization, and 
hardware acceleration.

Despite these challenges, ML-based channel estimation 
methods offer a promising avenue for addressing the challenges 

of channel estimation in Massive MIMO systems. By
leveraging the power of data-driven models, ML can learn 
complex channel characteristics and provide accurate channel 
estimates in dynamic and challenging environments. However, 
further research is needed to address the computational and data 
requirements of ML-based methods and to explore new hybrid 
approaches that combine the strengths of ML and traditional 
techniques.

IV. DISCUSSION

Machine learning (ML) methods offer a promising 
alternative to traditional channel estimation techniques. By 
leveraging data-driven models, ML can learn complex channel 
characteristics from historical data, making it well-suited for 
Massive MIMO systems with their scale and dynamic nature.

TABLE III
COMPARISON OF ML AND TRADITIONAL BASED METHODS

Method Complexity Accuracy Adaptability Pilot Overhead Data 
Requirements

Hardware 
Requirements

LS 𝑂𝑂(𝑛𝑛2) High MSE at low 
SNR Static channels Requires many 

pilot symbols
No prior channel 
statistics required Can run on CPUs

MMSE 𝑂𝑂(𝑛𝑛3)
Low MSE, 

especially at low 
SNR

Requires 
channel 
statistics

Requires many 
pilot symbols, but 

fewer than LS

Requires channel 
covariance matrix

May require 
GPUs for large-

scale system

Compressed 
Sensing

Sparse recovery 
algorithms can be 
computationally 

intensive

Good for sparse 
channels, degrades 

in non-sparse 
environment

Works best in 
sparse 

environment

Significantly 
reduces pilot 

overhead

Requires sparse 
channel 

representation

May require 
GPUs for real-

time applications

Kalman
Filtering

Recursive 
updates, 
𝑂𝑂(𝑛𝑛2)

Good for time-
varying channels

Excellent for 
dynamic 

environments

Requires periodic 
pilot updates

Requires initial 
state information

Can run on CPUs, 
but GPUs may 

speed up 
processing

DNN

Training: 
𝑂𝑂(𝑛𝑛4)

Inference: 
𝑂𝑂(𝑛𝑛3)

Captures non-
linearities, low 

MSE

Adapts well to 
dynamic 

environment

Learns channel 
structure, hence 
reducing pilot 

overhead

Requires large 
labeled datasets

Requires GPUs 
for training and 

inference

CNN

Training: 
𝑂𝑂(𝑛𝑛4)

Inference: 
𝑂𝑂(𝑛𝑛3)

captures spatial 
correlations, low 

MSE

Adapts well to 
multi-user 

MIMO

Learns spatial 
features, reduces 
pilot overhead

Requires large 
labeled datasets

Requires GPUs 
for training and 

inference

RNN/LSTM

Training: 
𝑂𝑂(𝑛𝑛4)

Inference: 
𝑂𝑂(𝑛𝑛3)

Captures temporal
dependencies, low 

MSE

Excellent for 
time-varying 
and mobile 

environments

Learns temporal 
features, reduces 
pilot overhead

Requires large 
labeled datasets 
with temporal 

sequences

Requires GPUs 
for training and 

inference

Autoencoder

Training: 
𝑂𝑂(𝑛𝑛4)

Inference: 
𝑂𝑂(𝑛𝑛3)

Good for 
dimensionality 

reduction, 
moderate MSE

Works well 
for high-

dimensional 
systems

Compresses CSI, 
reduces pilot 

overhead

Requires large 
datasets for 

training

Requires GPUs 
for training and 

inference

Reinforcement 
Learning

Exploration and 
policy 

optimization can 
be 

computationally 
intensive

Adapts to changing 
environments, low 

MSE

Excellent for 
dynamic and 

non-stationary 
environments

Reduces reliance 
on pilot signals

Requires 
interaction with the 

environment for 
training

Requires GPUs 
for training and 

inference
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A. Accuracy
ML-based methods generally outperform traditional 

methods, especially in complex and dynamic environments. 
They can capture intricate relationships in the channel that 
traditional methods may overlook, such as non-linear 
dependencies, spatial correlations, and temporal variations. 
This is particularly beneficial in scenarios with rapidly 
changing channel conditions or when the channel is highly 
correlated. For example, in Massive MIMO systems with a 
large number of antennas, ML methods can effectively exploit 
the spatial correlation between antennas to improve channel 
estimation accuracy.

B. Complexity
While ML methods often require more computational 

resources due to their complexity and the need for large training 
datasets, their improved accuracy and adaptability can justify 
the increased computational cost. In many cases, the benefits of 
ML-based methods outweigh the additional computational 
overhead, especially in applications where high accuracy and 
adaptability are critical. For instance, in autonomous vehicles 
or critical infrastructure, accurate channel estimation is 
essential for reliable communication, and the increased 
computational cost of ML methods may be acceptable in 
exchange for improved performance.

C. Pilot Overhead
ML methods can significantly reduce pilot overhead by 

learning the structure of the channel more efficiently. This is 
particularly beneficial in scenarios with limited resources or 
bandwidth constraints, such as in mobile communication 
systems or IoT networks. By reducing the number of pilot 
symbols required for channel estimation, ML methods can 
improve spectral efficiency and increase data throughput. For 
example, in IoT networks where devices have limited power 
and bandwidth, ML-based channel estimation can help reduce 
the overhead associated with transmitting pilot symbols, 
enabling more efficient communication.

D. Adaptability
ML methods like LSTMs and RL excel in environments with 

high mobility or time-varying channels. They can adapt to 
changing conditions and provide accurate channel estimates in 
real-time, which is essential for applications like mobile 
communication, vehicular networks, and wireless sensor 
networks. For instance, in mobile communication systems 
where users are constantly moving and the channel conditions 
are changing rapidly, ML-based methods can continuously 
learn and adapt to the channel, ensuring reliable communication 
even in challenging environments.

E. Additional Considerations
To provide a clearer and more structured overview of the 

additional considerations in machine learning-based channel 
estimation, Table IV summarizes key aspects such as data 
quality, model selection, interpretability, privacy, hardware 
acceleration, and hybrid approaches. 

TABLE IV
ADDITIONAL CONSIDERATIONS

Aspects Descriptions
Data Quality and Quantity Considerations

Data Collection

Collect diverse datasets covering 
various environments (indoor, 
outdoor, urban, rural), frequency 
bands, and propagation 
conditions.

Data Cleaning

Remove outliers, inconsistencies, 
and errors using techniques like 
outlier detection, imputation, and 
normalization.

Data Augmentation

Generate additional training data 
through noise injection, rotation, 
and scaling to improve model 
robustness.

Data Labeling

Accurately label channel 
estimates in training data to 
provide correct supervision. This 
task may require domain 
expertise.

Model Selection and Hyperparameter Tuning

Model Architecture

Choose a model suitable for the 
task (e.g., DNNs for non-linear 
relationships, CNNs for spatial 
features).

Hyperparameter 
Tuning

Experiment with learning rate, 
batch size, number of layers, and 
activation functions using 
techniques like grid search or 
Bayesian optimization.

Interpretability and Explainability

Visualize Decisions
Use feature importance plots or 
decision trees to understand how 
the model makes predictions.

Identify Biases
Detect and mitigate biases arising 
from training data or model 
architecture.

Explain Behavior

Provide human-understandable 
explanations for model decisions 
to build trust and improve 
transparency.

Privacy and Security

Data Encryption
Protect data from unauthorized 
access during transmission and 
storage.

Data 
Anonymization

Remove or disguise personal 
information to protect user 
privacy.

Model Security
Protect models from adversarial 
examples (misleading inputs) and 
model theft (stealing parameters).

Hardware Acceleration

GPU-Based 
Training

Use GPUs to accelerate training,
especially for large-scale models 
requiring parallel computations.

TABLE IV
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A. Accuracy
ML-based methods generally outperform traditional 

methods, especially in complex and dynamic environments. 
They can capture intricate relationships in the channel that 
traditional methods may overlook, such as non-linear 
dependencies, spatial correlations, and temporal variations. 
This is particularly beneficial in scenarios with rapidly 
changing channel conditions or when the channel is highly 
correlated. For example, in Massive MIMO systems with a 
large number of antennas, ML methods can effectively exploit 
the spatial correlation between antennas to improve channel 
estimation accuracy.

B. Complexity
While ML methods often require more computational 

resources due to their complexity and the need for large training 
datasets, their improved accuracy and adaptability can justify 
the increased computational cost. In many cases, the benefits of 
ML-based methods outweigh the additional computational 
overhead, especially in applications where high accuracy and 
adaptability are critical. For instance, in autonomous vehicles 
or critical infrastructure, accurate channel estimation is 
essential for reliable communication, and the increased 
computational cost of ML methods may be acceptable in 
exchange for improved performance.

C. Pilot Overhead
ML methods can significantly reduce pilot overhead by 

learning the structure of the channel more efficiently. This is 
particularly beneficial in scenarios with limited resources or 
bandwidth constraints, such as in mobile communication 
systems or IoT networks. By reducing the number of pilot 
symbols required for channel estimation, ML methods can 
improve spectral efficiency and increase data throughput. For 
example, in IoT networks where devices have limited power 
and bandwidth, ML-based channel estimation can help reduce 
the overhead associated with transmitting pilot symbols, 
enabling more efficient communication.

D. Adaptability
ML methods like LSTMs and RL excel in environments with 

high mobility or time-varying channels. They can adapt to 
changing conditions and provide accurate channel estimates in 
real-time, which is essential for applications like mobile 
communication, vehicular networks, and wireless sensor 
networks. For instance, in mobile communication systems 
where users are constantly moving and the channel conditions 
are changing rapidly, ML-based methods can continuously 
learn and adapt to the channel, ensuring reliable communication 
even in challenging environments.

E. Additional Considerations
To provide a clearer and more structured overview of the 

additional considerations in machine learning-based channel 
estimation, Table IV summarizes key aspects such as data 
quality, model selection, interpretability, privacy, hardware 
acceleration, and hybrid approaches. 

TABLE IV
ADDITIONAL CONSIDERATIONS

Aspects Descriptions
Data Quality and Quantity Considerations

Data Collection

Collect diverse datasets covering 
various environments (indoor, 
outdoor, urban, rural), frequency 
bands, and propagation 
conditions.

Data Cleaning

Remove outliers, inconsistencies, 
and errors using techniques like 
outlier detection, imputation, and 
normalization.

Data Augmentation

Generate additional training data 
through noise injection, rotation, 
and scaling to improve model 
robustness.

Data Labeling

Accurately label channel 
estimates in training data to 
provide correct supervision. This 
task may require domain 
expertise.

Model Selection and Hyperparameter Tuning

Model Architecture

Choose a model suitable for the 
task (e.g., DNNs for non-linear 
relationships, CNNs for spatial 
features).

Hyperparameter 
Tuning

Experiment with learning rate, 
batch size, number of layers, and 
activation functions using 
techniques like grid search or 
Bayesian optimization.

Interpretability and Explainability

Visualize Decisions
Use feature importance plots or 
decision trees to understand how 
the model makes predictions.

Identify Biases
Detect and mitigate biases arising 
from training data or model 
architecture.

Explain Behavior

Provide human-understandable 
explanations for model decisions 
to build trust and improve 
transparency.

Privacy and Security

Data Encryption
Protect data from unauthorized 
access during transmission and 
storage.

Data 
Anonymization

Remove or disguise personal 
information to protect user 
privacy.

Model Security
Protect models from adversarial 
examples (misleading inputs) and 
model theft (stealing parameters).

Hardware Acceleration

GPU-Based 
Training

Use GPUs to accelerate training,
especially for large-scale models 
requiring parallel computations.
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Aspects Descriptions 

TPU-Based 
Inference 

Use TPUs to accelerate inference, 
making ML models more suitable 
for real-time applications. 

Hybrid Approaches 

ML-Enhanced 
Traditional 
Methods 

Use ML to learn parameters of 
traditional models or improve 
their accuracy (e.g., predicting 
channel coefficients). 

Hybrid 
Architectures 

Combine traditional and ML 
components (e.g., traditional 
estimator for initial estimation, 
ML for fine-tuning). 

V. FUTURE RESEARCH DIRECTIONS 
Channel estimation in Massive MIMO systems is a rapidly 

evolving field with numerous opportunities for future research. 
One promising avenue is the development of hybrid methods 
that combine the strengths of traditional and machine learning 
(ML) techniques. 
1) Hybrid Methods 

Hybrid methods can leverage the complementary advantages 
of traditional and ML-based approaches. For example, 
traditional methods can be used for initial channel estimation, 
providing a baseline estimate that can be refined by ML models. 
This can reduce the computational cost of pure ML models 
while improving their performance in dynamic environments. 
Additionally, hybrid methods can incorporate domain 
knowledge into the ML models, enhancing their interpretability 
and robustness. 

One potential hybrid approach is to use a traditional channel 
estimator to provide an initial estimate of the channel, and then 
use an ML model to refine the estimate based on additional 
information, such as the received signal or the channel statistics. 
This can help to improve the accuracy of the channel estimate, 
especially in challenging environments. Another approach is to 
use ML models to learn the parameters of a traditional channel 
model, making it more adaptable to different channel 
conditions. 
2) Federated Learning 

Federated learning is another promising area of research for 
channel estimation in Massive MIMO systems. This technique 
allows multiple devices to train a shared ML model without 
sharing their raw data, preserving privacy and reducing 
communication overhead. Federated learning can be 
particularly useful in distributed Massive MIMO systems where 
channel data is collected from a large number of devices. 

By using federated learning, channel estimation can be 
performed in a decentralized manner, reducing the reliance on 
a central server and improving privacy. Additionally, federated 
learning can enable the training of ML models on large-scale 
datasets that would be difficult or impossible to collect and 
process centrally. 
3) Real-Time ML Inference 

While training ML models can be computationally expensive, 
future work could focus on optimizing inference time to make 
real-time deployment feasible in Massive MIMO systems. 
Techniques like model pruning and quantization can help 
reduce the model size and speed up the estimation process. 

Additionally, hardware acceleration using specialized hardware 
like GPUs or TPUs can further improve the inference 
performance. 

By optimizing inference time, ML-based channel estimators 
can be deployed in real-time applications, such as mobile 
communication systems and autonomous vehicles. This will 
enable more accurate and responsive channel estimation, 
leading to improved system performance. 
4) Cross-Layer Optimization 

There is growing interest in cross-layer optimization, where 
channel estimation is integrated with higher-layer functions like 
resource allocation and power control. By jointly optimizing 
these processes using ML models, system performance could 
be significantly enhanced. For example, ML models could be 
used to predict the channel conditions and allocate resources 
accordingly, or to optimize power control to maximize data 
throughput while minimizing interference. 

Cross-layer optimization can help to achieve more efficient 
and reliable wireless communication by taking into account the 
interactions between different layers of the system. By jointly 
optimizing these layers, it is possible to achieve better overall 
system performance than by optimizing each layer in isolation. 
5) Explainable Machine Learning 

As ML models become more complex, their interpretability 
decreases. Future research should focus on developing 
explainable ML methods for channel estimation to increase 
transparency and trust in ML-based wireless systems. 
Explainable ML techniques can help to understand how the 
model makes decisions, identify potential biases, and improve 
the model's reliability. 

Explainable ML is particularly important in critical 
applications where it is essential to understand how the model 
works and why it makes certain decisions. By making ML 
models more explainable, we can increase trust in their 
predictions and ensure that they are not biased or unfair. 

In conclusion, channel estimation in Massive MIMO systems 
is a rapidly evolving field with numerous opportunities for 
future research. By developing hybrid methods, leveraging 
federated learning, optimizing real-time inference, exploring 
cross-layer optimization, and improving the explainability of 
ML models, we can continue to advance the state of the art in 
this critical area of wireless communication. 

V. CONCLUSION 
Massive MIMO systems are pivotal for modern wireless 

communication, offering significant improvements in capacity, 
spectral efficiency, and energy efficiency. However, accurate 
channel estimation remains a critical challenge, especially in 
dynamic and complex environments. Traditional methods like 
Least Squares (LS) and Minimum Mean Square Error (MMSE) 
are widely used due to their simplicity and computational 
efficiency, but they struggle in low SNR and high-mobility 
scenarios. In contrast, machine learning (ML)-based methods, 
such as Deep Neural Networks (DNNs), Convolutional Neural 
Networks (CNNs), and Recurrent Neural Networks (RNNs), 
have demonstrated superior performance by capturing complex 
spatial and temporal correlations in the channel. These methods 
reduce pilot overhead, improve accuracy, and adapt well to 



Channel Estimation Methods in Massive MIMO: A Comparative  
Review of Machine Learning and Traditional Techniques

INFOCOMMUNICATIONS JOURNAL

MARCH 2025 • VOLUME XVII • NUMBER 1 29

3 
> REPLACE THIS LINE WITH YOUR MANUSCRIPT ID NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 
dynamic environments, though they require large datasets and 
significant computational resources. 

Future research should focus on hybrid approaches that 
combine the strengths of traditional and ML-based methods, 
leveraging the simplicity of traditional techniques for initial 
estimates and the adaptability of ML for refinement. 
Additionally, advancements in federated learning, real-time 
ML inference, and cross-layer optimization can further enhance 
the efficiency and robustness of channel estimation in Massive 
MIMO systems. By addressing challenges such as data 
requirements, computational complexity, and model 
interpretability, ML-based methods hold great promise for 
advancing wireless communication in the era of 5G and 
beyond. 
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Abstract— One important application and research area of 

radar technology is tank-level measurement and detection. Radar 
contactless level measurement is a safe solution even in extreme 
process conditions, such as significant overpressure, high 
temperatures, and the presence of corrosive vapors. The main 
categories of these principles are ultrasonic, and electromagnetic
wave radars.

We will now consider only radars using electromagnetic waves.
The use of millimeter radio waves, which we use, is nowadays 
becoming more and more common also for automotive radars, 
human presence detection and human vital signs.

To meet electromagnetic requirements such as high gain, low 
spurious levels, and high bandwidth, special antennas are 
required. 

The low sidelobe level and narrow main beam mainly reduce 
reflections from the side of the tank while the bandwidth 
determines the distance resolution of the measurement system. A
further requirement is the small size and reliable 
manufacturability of the antenna. In the presence of corrosive 
vapors, antennas must be resistant to corrosion.

The article briefly summarizes the material parameter 
measurements required for the design of the radar, and the design 
of the main components. We analyzed the possible dielectric 
materials that can be used as random or dielectric lenses for such 
antennas. In the next part of the paper, we present a conical horn 
antenna design for the 80 GHz band and compare the parameters 
of an open horn antenna with those of a horn antenna with a
dielectric lens. Finally, a tank-level radar designed with the Texas 
Instruments IWR1443 radar chip is presented.

I. INTRODUCTION

Product quality control, production safety, and process 
economy can only be guaranteed can only be ensured by 
continuous measurements and the monitoring and intervention 
systems based on them. The main fields of application are the 
oil industry, petrochemical industry, chemical industry, food 
industry, pharmaceutical industry, transport, wastewater 
storage and treatment. Liquids, pastes, bulk solids, and 
liquefied gases are most stored in tanks, silos, or mobile 
containers.

There are several classical and modern methods for 
measuring the product level in process and storage tanks. Such 
systems use microwave contactless radar, guided microwave 
radar, capacitive, magnetostrictive, and ultrasonic sensors.

Lajos Nagy, is with Budapest University of Technology and Economics,
Műegyetem rkp. 3., H-1111 Budapest, Hungary, Department of Department of 

Antennas for contactless microwave sensors are microstrip 
antenna systems, horn antennas, dielectric antennas, and slot 
antennas on waveguides.

Applications are in the chemical, petrochemical, 
pharmaceutical, water, and food industries, mobile tanks on 
vehicles and ships, and natural reservoirs such as seas, dams, 
lakes, and oceans. Typical tank heights for these applications 
are in the range of 0.5 m to 37 m.

In practical applications, two main measurement tasks can be 
distinguished:

• continuous level measurement, i.e., level indication,
• level detection, i.e., detection of an alarm limit to 

prevent overfilling.
Many level measurement devices are mounted on top of the 

tank and measure primarily the distance between their 
mounting position and the product’s surface (Fig. 1).

The sensor is placed in an opening on the top surface of the 
tank. As shown in the figure, the position of the sensor must be 
shifted laterally due to the fluid flowing through the inlet. This 
in turn causes reflections and consequently multiple reflections 
and makes level measurement difficult. (Fig. 1.)
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Fig. 1.  Tank with liquid and non-contact sensors on the top of the tank
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determines the distance resolution of the measurement 
system. A further requirement is the small size and reliable 
manufacturability of the antenna. In the presence of corrosive 
vapors, antennas must be resistant to corrosion.

The article briefly summarizes the material parameter 
measurements required for the design of the radar, and the 
design of the main components. We analyzed the possible 
dielectric materials that can be used as random or dielectric 
lenses for such antennas. In the next part of the paper, we 
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A typical horn antenna design is shown in Figure 2. The 
diameter of the antenna must be adapted to the size of the tank's 
opening to allow installation of the antenna.

For level measurement, a significant number of different 
principles measurement techniques are available [1,2], and it is 
advisable to select the optimum technique and sensor.

There is a recent trend for contactless radio sensors to operate 
in the increasingly higher microwave band.

Radio regulations distinguish between “tank level probing 
radar” inside closed metallic tanks or silos and “level probing 
radar” outside with more restrictions.

Tank Level Probing Radar (TLPR) applications are based on 
pulse RF, FMCW, or similar wideband techniques. TLPR radio 
equipment types can operate in all or part of the frequency 
bands as specified in Table I.

TABLE I
TANK LEVEL PROBING RADAR (TLPR) PERMITTED 

FREQUENCY BANDS [3]

TLPR assigned frequency bands (GHz)
Transmit and receive 4,5 to 7
Transmit and receive 8,5 to 10,6
Transmit and receive 24,05 to 27
Transmit and receive 57 to 64
Transmit and receive 75 to 85

For aperture antennas, there is a clear relationship between 
the geometrical area of the aperture and the effective aperture
area. This relationship is the aperture efficiency, which is 
typically between 0.4-0.7. The operating free-space wavelength 
gives the relationship between effective aperture area and 
antenna gain.

𝐴𝐴𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝜂𝜂𝐴𝐴 = 𝐴𝐴𝑔𝑔𝑒𝑒𝑒𝑒 =
𝜆𝜆2
4𝜋𝜋 𝐺𝐺

(1)

where

𝐺𝐺 the antenna gain,
𝐴𝐴𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 the geometrical area of the aperture,
𝜂𝜂𝐴𝐴 aperture efficiency,
𝐴𝐴𝑔𝑔𝑒𝑒𝑒𝑒 effective aperture area
𝜆𝜆 operating free space wavelength.

For antennas considered lossless, the gain of the antennas can 
be expressed in terms of the main beam cone angle.

𝐺𝐺 ≈ 16
Θ2

(2)

where
Θ the antenna main beam cone angle.

It is easy to see from equations (1) and (2) that for the same 
aperture geometrical area, the main beam cone angle of the 
antenna decreases with increasing frequency.

Θ~𝜆𝜆 = 𝑐𝑐
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓

(3)

where
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 operating frequency,
𝑐𝑐 the speed of light in a vacuum.
From the relationship in equation (3), it is clear, that for the 

same antenna aperture size, as the frequency increases, the 
beamwidth decreases, and the narrower antenna foot reduces 
the reflection from the tank sides. In addition, increasing the 
frequency has the further advantage of improving the radar 
distance measurement resolution and reducing the circuit 
dimensions. For these reasons we have chosen the 75-85 GHz
frequency band from the allocated TLPR bands. [18, 19]

From relation (3), the main beam widths at 25 and 80 GHz 
can be compared. (Fig. 3)

Fig. 3. Measurement in narrow tanks or silos [4]

In practice, the footprint size is often used to compare the size 
of the tank or silo and the main beam at each frequency. (Fig. 
4.) The simulation parameters are aperture geometrical area 
0.01m2, aperture efficiency 0.6, distance 10m.

Antenna diameter is the same.
D1=D2

D1

freq2=80GHz

Θ1
D2Θ2

freq1=25GHz

Fig. 2.  Horn antenna with house contains signal processing and 
communications circuits.
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A typical horn antenna design is shown in Figure 2. The 
diameter of the antenna must be adapted to the size of the tank's 
opening to allow installation of the antenna.

For level measurement, a significant number of different 
principles measurement techniques are available [1,2], and it is 
advisable to select the optimum technique and sensor.

There is a recent trend for contactless radio sensors to operate 
in the increasingly higher microwave band.

Radio regulations distinguish between “tank level probing 
radar” inside closed metallic tanks or silos and “level probing 
radar” outside with more restrictions.

Tank Level Probing Radar (TLPR) applications are based on 
pulse RF, FMCW, or similar wideband techniques. TLPR radio 
equipment types can operate in all or part of the frequency 
bands as specified in Table I.

TABLE I
TANK LEVEL PROBING RADAR (TLPR) PERMITTED 

FREQUENCY BANDS [3]

TLPR assigned frequency bands (GHz)
Transmit and receive 4,5 to 7
Transmit and receive 8,5 to 10,6
Transmit and receive 24,05 to 27
Transmit and receive 57 to 64
Transmit and receive 75 to 85

For aperture antennas, there is a clear relationship between 
the geometrical area of the aperture and the effective aperture
area. This relationship is the aperture efficiency, which is 
typically between 0.4-0.7. The operating free-space wavelength 
gives the relationship between effective aperture area and 
antenna gain.

𝐴𝐴𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝜂𝜂𝐴𝐴 = 𝐴𝐴𝑔𝑔𝑒𝑒𝑒𝑒 =
𝜆𝜆2
4𝜋𝜋 𝐺𝐺

(1)

where

𝐺𝐺 the antenna gain,
𝐴𝐴𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 the geometrical area of the aperture,
𝜂𝜂𝐴𝐴 aperture efficiency,
𝐴𝐴𝑔𝑔𝑒𝑒𝑒𝑒 effective aperture area
𝜆𝜆 operating free space wavelength.

For antennas considered lossless, the gain of the antennas can 
be expressed in terms of the main beam cone angle.

𝐺𝐺 ≈ 16
Θ2

(2)

where
Θ the antenna main beam cone angle.

It is easy to see from equations (1) and (2) that for the same 
aperture geometrical area, the main beam cone angle of the 
antenna decreases with increasing frequency.

Θ~𝜆𝜆 = 𝑐𝑐
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓

(3)

where
𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 operating frequency,
𝑐𝑐 the speed of light in a vacuum.
From the relationship in equation (3), it is clear, that for the 

same antenna aperture size, as the frequency increases, the 
beamwidth decreases, and the narrower antenna foot reduces 
the reflection from the tank sides. In addition, increasing the 
frequency has the further advantage of improving the radar 
distance measurement resolution and reducing the circuit 
dimensions. For these reasons we have chosen the 75-85 GHz
frequency band from the allocated TLPR bands. [18, 19]

From relation (3), the main beam widths at 25 and 80 GHz 
can be compared. (Fig. 3)

Fig. 3. Measurement in narrow tanks or silos [4]

In practice, the footprint size is often used to compare the size 
of the tank or silo and the main beam at each frequency. (Fig. 
4.) The simulation parameters are aperture geometrical area 
0.01m2, aperture efficiency 0.6, distance 10m.

Antenna diameter is the same.
D1=D2

D1

freq2=80GHz

Θ1
D2Θ2

freq1=25GHz

Fig. 2.  Horn antenna with house contains signal processing and 
communications circuits.
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In summary, the antenna radiation field is inversely 
proportional to the aperture diameter of the antenna and the 
center frequency. Beam width decreases with increasing center 
frequency if the diameter of the antenna is kept constant. 
Furthermore, in the case of keeping the frequency constant, the 
beam width also decreases with the increasing diameter of the 
antenna. In conclusion, the beam width does not simply depend 
on one single parameter, but both parameters—center 
frequency and antenna diameter are degrees of freedom for 
determining the angular beam width. The choice of one specific 
antenna from a set of available antennas with different beam 
widths must be made dependent on the given application 
conditions.

II. DIELECTRIC MATERIALS AND PERMITTIVITY 
MEASUREMENTS

The most common plastic materials used as radomes and 
dielectric lenses for antennas are Polypropylene (PP), 
Polyvinylidene Fluoride (PVDF), and Polytetrafluoroethylene
(PTFE). The electrical parameters, permittivity, and loss of 
these materials are examined below.

II.1 Dielectric materials

Polypropylene (PP) is one of the most widely used and low-
cost thermoplastics with adequate physical properties, such as 
low density and high heat resistance [5]. PP is generally found 
as a homopolymer and copolymer. The first one consists of 
propylene monomers, and it has a high strength-to-weight ratio 
and good chemical resistance. The second one includes 
monomers in the PP backbone, and it is tougher and more 
flexible, with a lower melting point and high-impact resistance 
at low temperatures than PP homopolymer [6]. Because of all 

these advantages, polypropylene-based composites have been 
extensively used for automotive, construction, and packaging 
applications.

Polyvinylidene fluoride (PVDF) is a highly non-reactive and 
pure thermoplastic fluoropolymer material. Below 150 ºC, 
PVDF becomes ferroelectric. Thus, PVDF is an electroactive 
and semicrystalline polymer with pyro and piezoelectric 
properties at room temperature, which can be used for many 
applications [7]. It exhibits high mechanical strength, good 
chemical resistance, thermal stability, and excellent aging 
resistance [8]. Moreover, PVDF is an attractive polymer matrix 
for composite material with superior mechanical and electrical 
properties.

Polytetrafluoroethylene (FTFE) is a synthetic fluoropolymer 
of tetrafluoroethylene and is a PFAS that has numerous 
applications. The commonly known brand name of PTFE-based 
composition is Teflon. Polytetrafluoroethylene is a 
fluorocarbon solid, as it is a high-molecular-weight polymer 
consisting wholly of carbon and fluorine. PTFE is hydrophobic: 
neither water nor water-containing substances wet PTFE, as 
fluorocarbons exhibit only small London dispersion forces due 
to the low electric polarizability of fluorine. PTFE has one of 
the lowest coefficients of friction of any solid. PTFE is used as 
a non-stick coating for pans and other cookware. It is non-
reactive, partly because of the strength of carbon–fluorine
bonds, so it is often used in containers and pipework for reactive 
and corrosive chemicals. When used as a lubricant, PTFE 
reduces friction, wear, and energy consumption of machinery.

In the literature [9], the electrical properties of materials are 
generally known at lower frequencies (1 kHz, 1 MHz), and 
some materials are manufactured in several versions, so it is 
necessary to carry out measurements that give the electrical 
properties of materials in the millimeter waveband.

TABLE II
ELECTRICAL PROPERTIES OF PLASTIC MATERIALS [9]

Material Dielectric
constant

@1MHz

Dissipation
factor @
1MHz

Volume
resistivity

Ohm/cm
PP 2.2-2.6 0.0003 - 0.0005 1016 -1018

PVDF 8.4 0.06 1014

PTFE 2.0-2.1 0.0003 - 0.0007 1018 -1019

In the following, such a measurement procedure is presented 
and the results of electrical parameter measurements for the 
three materials are reported.

II.2 Material Parameter Measurements

In practice, microwave measurements of electrical material 
parameters are based on transmission and reflection 
measurements. (Fig. 5.) [10,11]

Fig. 4. Antenna footprint diameters for different frequencies
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In summary, the antenna radiation field is inversely 
proportional to the aperture diameter of the antenna and the 
center frequency. Beam width decreases with increasing center 
frequency if the diameter of the antenna is kept constant. 
Furthermore, in the case of keeping the frequency constant, the 
beam width also decreases with the increasing diameter of the 
antenna. In conclusion, the beam width does not simply depend 
on one single parameter, but both parameters—center 
frequency and antenna diameter are degrees of freedom for 
determining the angular beam width. The choice of one specific 
antenna from a set of available antennas with different beam 
widths must be made dependent on the given application 
conditions.

II. DIELECTRIC MATERIALS AND PERMITTIVITY 
MEASUREMENTS

The most common plastic materials used as radomes and 
dielectric lenses for antennas are Polypropylene (PP), 
Polyvinylidene Fluoride (PVDF), and Polytetrafluoroethylene
(PTFE). The electrical parameters, permittivity, and loss of 
these materials are examined below.

II.1 Dielectric materials

Polypropylene (PP) is one of the most widely used and low-
cost thermoplastics with adequate physical properties, such as 
low density and high heat resistance [5]. PP is generally found 
as a homopolymer and copolymer. The first one consists of 
propylene monomers, and it has a high strength-to-weight ratio 
and good chemical resistance. The second one includes 
monomers in the PP backbone, and it is tougher and more 
flexible, with a lower melting point and high-impact resistance 
at low temperatures than PP homopolymer [6]. Because of all 

these advantages, polypropylene-based composites have been 
extensively used for automotive, construction, and packaging 
applications.

Polyvinylidene fluoride (PVDF) is a highly non-reactive and 
pure thermoplastic fluoropolymer material. Below 150 ºC, 
PVDF becomes ferroelectric. Thus, PVDF is an electroactive 
and semicrystalline polymer with pyro and piezoelectric 
properties at room temperature, which can be used for many 
applications [7]. It exhibits high mechanical strength, good 
chemical resistance, thermal stability, and excellent aging 
resistance [8]. Moreover, PVDF is an attractive polymer matrix 
for composite material with superior mechanical and electrical 
properties.

Polytetrafluoroethylene (FTFE) is a synthetic fluoropolymer 
of tetrafluoroethylene and is a PFAS that has numerous 
applications. The commonly known brand name of PTFE-based 
composition is Teflon. Polytetrafluoroethylene is a 
fluorocarbon solid, as it is a high-molecular-weight polymer 
consisting wholly of carbon and fluorine. PTFE is hydrophobic: 
neither water nor water-containing substances wet PTFE, as 
fluorocarbons exhibit only small London dispersion forces due 
to the low electric polarizability of fluorine. PTFE has one of 
the lowest coefficients of friction of any solid. PTFE is used as 
a non-stick coating for pans and other cookware. It is non-
reactive, partly because of the strength of carbon–fluorine
bonds, so it is often used in containers and pipework for reactive 
and corrosive chemicals. When used as a lubricant, PTFE 
reduces friction, wear, and energy consumption of machinery.

In the literature [9], the electrical properties of materials are 
generally known at lower frequencies (1 kHz, 1 MHz), and 
some materials are manufactured in several versions, so it is 
necessary to carry out measurements that give the electrical 
properties of materials in the millimeter waveband.

TABLE II
ELECTRICAL PROPERTIES OF PLASTIC MATERIALS [9]

Material Dielectric
constant

@1MHz

Dissipation
factor @
1MHz

Volume
resistivity

Ohm/cm
PP 2.2-2.6 0.0003 - 0.0005 1016 -1018

PVDF 8.4 0.06 1014

PTFE 2.0-2.1 0.0003 - 0.0007 1018 -1019

In the following, such a measurement procedure is presented 
and the results of electrical parameter measurements for the 
three materials are reported.

II.2 Material Parameter Measurements

In practice, microwave measurements of electrical material 
parameters are based on transmission and reflection 
measurements. (Fig. 5.) [10,11]

Fig. 4. Antenna footprint diameters for different frequencies
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In summary, the antenna radiation field is inversely 
proportional to the aperture diameter of the antenna and the 
center frequency. Beam width decreases with increasing center 
frequency if the diameter of the antenna is kept constant. 
Furthermore, in the case of keeping the frequency constant, the 
beam width also decreases with the increasing diameter of the 
antenna. In conclusion, the beam width does not simply depend 
on one single parameter, but both parameters—center 
frequency and antenna diameter are degrees of freedom for 
determining the angular beam width. The choice of one specific 
antenna from a set of available antennas with different beam 
widths must be made dependent on the given application 
conditions.

II. DIELECTRIC MATERIALS AND PERMITTIVITY 
MEASUREMENTS

The most common plastic materials used as radomes and 
dielectric lenses for antennas are Polypropylene (PP), 
Polyvinylidene Fluoride (PVDF), and Polytetrafluoroethylene
(PTFE). The electrical parameters, permittivity, and loss of 
these materials are examined below.

II.1 Dielectric materials

Polypropylene (PP) is one of the most widely used and low-
cost thermoplastics with adequate physical properties, such as 
low density and high heat resistance [5]. PP is generally found 
as a homopolymer and copolymer. The first one consists of 
propylene monomers, and it has a high strength-to-weight ratio 
and good chemical resistance. The second one includes 
monomers in the PP backbone, and it is tougher and more 
flexible, with a lower melting point and high-impact resistance 
at low temperatures than PP homopolymer [6]. Because of all 

these advantages, polypropylene-based composites have been 
extensively used for automotive, construction, and packaging 
applications.

Polyvinylidene fluoride (PVDF) is a highly non-reactive and 
pure thermoplastic fluoropolymer material. Below 150 ºC, 
PVDF becomes ferroelectric. Thus, PVDF is an electroactive 
and semicrystalline polymer with pyro and piezoelectric 
properties at room temperature, which can be used for many 
applications [7]. It exhibits high mechanical strength, good 
chemical resistance, thermal stability, and excellent aging 
resistance [8]. Moreover, PVDF is an attractive polymer matrix 
for composite material with superior mechanical and electrical 
properties.

Polytetrafluoroethylene (FTFE) is a synthetic fluoropolymer 
of tetrafluoroethylene and is a PFAS that has numerous 
applications. The commonly known brand name of PTFE-based 
composition is Teflon. Polytetrafluoroethylene is a 
fluorocarbon solid, as it is a high-molecular-weight polymer 
consisting wholly of carbon and fluorine. PTFE is hydrophobic: 
neither water nor water-containing substances wet PTFE, as 
fluorocarbons exhibit only small London dispersion forces due 
to the low electric polarizability of fluorine. PTFE has one of 
the lowest coefficients of friction of any solid. PTFE is used as 
a non-stick coating for pans and other cookware. It is non-
reactive, partly because of the strength of carbon–fluorine
bonds, so it is often used in containers and pipework for reactive 
and corrosive chemicals. When used as a lubricant, PTFE 
reduces friction, wear, and energy consumption of machinery.

In the literature [9], the electrical properties of materials are 
generally known at lower frequencies (1 kHz, 1 MHz), and 
some materials are manufactured in several versions, so it is 
necessary to carry out measurements that give the electrical 
properties of materials in the millimeter waveband.

TABLE II
ELECTRICAL PROPERTIES OF PLASTIC MATERIALS [9]

Material Dielectric
constant

@1MHz

Dissipation
factor @
1MHz

Volume
resistivity

Ohm/cm
PP 2.2-2.6 0.0003 - 0.0005 1016 -1018

PVDF 8.4 0.06 1014

PTFE 2.0-2.1 0.0003 - 0.0007 1018 -1019

In the following, such a measurement procedure is presented 
and the results of electrical parameter measurements for the 
three materials are reported.

II.2 Material Parameter Measurements

In practice, microwave measurements of electrical material 
parameters are based on transmission and reflection 
measurements. (Fig. 5.) [10,11]

Fig. 4. Antenna footprint diameters for different frequencies
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According to the setup shown in Figure 5, the material 
parameter measurement is performed with 2 ports Vector 
Network Analyzer, and the sample is placed between two 
corrugated horn antennas for measurement. Properly sized 
corrugated horn antennas provide plane-wave excitation for the 
sample.

Measurements are preferably carried out using the Swissto12 
Material Characterization Kit (MCK). (Fig. 6.) MCKs are used 
for measurement of the permittivity and loss tangent of planar 
specimens, foams, and multilayered materials at room 
temperature. The MCKs are available to cover the frequency 
range 50 GHz to 750 GHz.

To model the measurements, a microwave signal flow graph 
network model of the measurement setup is presented. (Fig. 7.)
[12-14]

The VNA measures the reflection and transmission between 
PORT1 and PORT2.

We introduce the evaluation of transmission parameters from 
signal flow graph of the measurement setup. The equations 
below can be used to express the transmission between PORT1 
and PORT2.

𝑒𝑒10𝑎𝑎0 + 𝑒𝑒11𝑏𝑏1 = 𝑎𝑎1
𝑆𝑆11𝑎𝑎1 + 𝑆𝑆12𝑎𝑎2 = 𝑏𝑏1
𝑆𝑆21𝑎𝑎1 + 𝑆𝑆22𝑎𝑎2 = 𝑏𝑏2

𝑏𝑏3 = 𝑒𝑒32𝑏𝑏2
𝑒𝑒22𝑏𝑏2 = 𝑎𝑎2

The measured Sm,21 parameter 𝑆𝑆𝑚𝑚,21 = 𝑏𝑏3/𝑎𝑎0 can be 
expressed as.

𝑏𝑏3
𝑎𝑎0

= 𝑆𝑆21𝑒𝑒10𝑒𝑒32
1 − 𝑆𝑆11𝑒𝑒11 − 𝑆𝑆22𝑒𝑒22 + 𝑒𝑒11𝑒𝑒22(𝑆𝑆11𝑆𝑆22 − 𝑆𝑆12𝑆𝑆21)

The measured Sm,11 parameter 𝑆𝑆𝑚𝑚,11 = 𝑏𝑏0/𝑎𝑎0 can be 
similarly expressed.

Finally, the permittivity and loss factor of the sample are 
calculated from the 𝑆𝑆𝑖𝑖𝑖𝑖 scattering coefficients of the MUT.

Fig. 5.  Measurement set-up for transmission and reflection measurements of 
electrical material parameters.

Fig. 6.  Measurement set-up with Swissto12 MCK and Vector Network 
Analyzer.

Fig. 7. Microwave signal flow graph of the measurement setup

Fig. 8. Measured reflection parameters for PP, PVDF and PTFE samples.

Fig. 9. Measured transmission parameters for PP, PVDF and PTFE samples.
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The two material parameters (permittivity and loss tangent) 
for dielectric materials can be evaluated using S11 and S21. These 
are introduced for PP, PVDF and PTFE in Figure 10 and 11.

From the measurement results it can be concluded that the 
permittivity of PTFE can be considered constant over the entire 
frequency range investigated, and its loss factor is also 
essentially constant and can be the lowest.

For the horn antenna design with a dielectric lens, we use 
PTFE in the next sessions.

III. SINGLE CHIP INTEGRATED FMCW RADAR IWR1443

The IWR1443 device [15, 20] is an integrated single-chip 
millimeter wave (mmWave) sensor based on FMCW radar 
technology capable of operation in the 76- to 81 GHz band with 
up to 4 GHz continuous chirp. The device is built with TI’s low-
power 45-nm RFCMOS process, and this solution enables 
unprecedented levels of integration in a tiny form factor. The 
IWR1443 is an ideal solution for low-power, self-monitored, 
ultra-accurate radar systems in industrial applications such as 
building automation, factory automation, drones, material 
handling, traffic monitoring, and surveillance. The IWR1443
device is a self-contained, single-chip solution that simplifies 
the implementation of mmWave sensors in the 76 to 81 GHz
band. The IWR1443 includes a monolithic implementation of a
3TX, 4RX system with built-in PLL and A2D converters. The 
device includes fully configurable hardware accelerator that 

supports complex FFT and CFAR detection. Additionally, the 
device includes two ARM R4F-based processor subsystems: 
one processor subsystem is for master control, and additional
algorithms; a second processor subsystem is responsible for 
front-end configuration, control, and calibration. Simple 
programming model changes can enable a wide variety of 
sensor implementations with the possibility of dynamic 
reconfiguration for implementing a multimode sensor.

Automotive radar applications use generally all three Tx and 
four Rx channels for radar imaging but for our tank-level radar 
only one Tx and one Rx channels we apply.

The Fig. 13. shows demo layout of IWR1443 chip with 
microstrip transmit and receive antennas.

Fig. 10.  Relative permittivity for PP, PVDF and PTFE samples.

Fig. 11.  Loss tangent for PP, PVDF and PTFE samples.

Fig. 12.  RF sub-system functional block diagram of IWR1443 [15].

Fig. 13.  FMCW radar layout (IWR1443BOOST) using IWR1443 [16].
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For the planned radar, the microstrip antennas of the 
IWR1443BOOST demo board cannot be used and new antenna 
should be designed for the next reasons.

The antenna gain should be increased, and conical beam 
angle should be decreased to suppress multiple reflections.

The antenna chosen for the design must also be resistant to 
pressure and corrosive humid media.

Due to these requirements, the antenna type chosen for the 
analysis was a conical horn antenna. Two types were 
investigated, the open horn antenna and the closed horn antenna 
with dielectric lens.

IV. HORN ANTENNA DESIGN

Cross-sectional images of the analyzed horn antennas are 
shown in Figure 15 and 16. The material used for the lens was 
PTFE, which was found to be the best material based on a 
material parameter test in II. section.

The simulations were performed using the CST MWS 
electromagnetic field simulator and the results of the two main 
simulations (input reflection and radiation pattern) are shown in 
Figures 17 and 18.

The design requirement for input reflection generally below -
10 dB, so each of the assumed antennas fulfill that. The antenna 
gain is optimized using lens on horn aperture and the gain is 
G=29.5dB. The half power conical beam angle, Θ3dB=6 
degrees.

V. RING HYBRID DESIGN

In radar technology, hybrid ring duplexers often are 
transmit/receive (TR) switch based on a simple rat-race coupler.

The rat-race coupler has four ports, each placed one-quarter 
wavelength away from each other around the top half of the 
ring. (Fig. 19.) A signal input on port 1 will be split between 
ports 2 and 4, and port 3 will be isolated. [17]

The full simulation has been performed for all gate input 
reflections and transmissions between gates. Of these, only the 
simulation results for the transmission between ports 2-3 and 
port 3 input reflections are reported for different ring radius 
r=0.5, 0.55 and 0.6 mm. (Fig. 20 and 21)

Fig. 14.  Microstrip antenna radiation pattern for IWR1443BOOST Evaluation 
Module [16].

Fig. 15.  Cross-sectional image of the analyzed open horn antenna.

Fig. 16.  Cross-sectional image of the analyzed closed horn antenna with 
dielectric lens.

Fig. 17.  Input reflection of the horn antennas.

Fig. 18. Radiation pattern of the horn antennas.

Fig. 14 shows the main parameters of the antenna. The 
antenna gain, G=9.59dB, half power conical beam angle, 
Θ3dB=25 degrees, sidelobe suppression ratio, SLSR=26dB.
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The RX1 port is used for reception, while the RX2 port is 
only used as a matched termination. The TX1 port of the chip's 
transmit channels is used. (Fig. 22 and 23.)

Fig. 19.  Rat-race coupler CST simulation model.

Fig. 20.  Rat-race coupler isolation between port 2 and 3 (CST simulation).

Fig. 21. Rat-race coupler input reflection for port 3 (CST simulation).

Fig. 22.  Rat-race coupler in the radar layout.

Fig. 23.  Rat-race coupler and microstrip-conical waveguide transition.

Fig. 24. Measured range-profile characteristics.

The radar sensor was tested with a flat target surface. The 
range-profile characteristics are shown in Fig. 24. for a target 
with distance of 22m.
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VI. SUMMARY

We presented a new systematic design of an 80 GHz radar 
sensor for contactless tank-level measurement. The reason for 
choosing this frequency band, mainly to reduce the main 
beamwidth of the antenna, has been presented. Detailed 
analysis of possible lens dielectric materials, horn antenna 
design results and ring hybrid for transmit-receive separation 
are introduced.
Layout of the antenna and the implemented tank level radar is 
introduced. Finally, field test was performed, and the measured 
range-profile test result is presented for the radar to demonstrate 
the correct functioning of the design.
As a continuation of this work, we plan to increase the range of 
radar measurements, both near and far.
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Abstract—Reconfigurable intelligent surface is a promising
concept within the scope of smart radio environment, which is a
key enabler of the future wireless networks. Efficient numerical
modeling of such devices constitutes a fundamental and actively
pursued research challenge. This study numerically analyzes the
reflection properties of a particular reconfigurable intelligent
surface with the aid of computational electromagnetics. A key
advantage of utilizing full-wave simulations is that they capture
all the physical phenomena within the structure, thus providing
a physically stenable analysis method. An essential aspect of RIS
modeling is the configuration pattern design of the surfaces. A
standard objective function of the pattern design is the amount of
energy reradiated toward the target direction. The utilization of
full-wave simulations limits the applicable optimization methods.
In this article, an intuition-based pattern search method is
presented to design RIS configurations, with the radiation pattern
of the RIS structure in free space as the objective function. The
suggested method first identifies a set of configuration values,
then exhaustively searches through their combinations, seeking
for the highest anomalously reflected power. The first presented
result is the demonstration of creating anomalous reflections, with
the dominant reflection being electrically tunable. The second
contribution is the aforementioned pattern search method, which
enables the reradiation of the incident energy for numerous
anomalous directions. The average scattering parameter ampli-
tude for the scenario is 0.78. Finally, we also demonstrate the
effect of the structure being finite in size. We conclude that the
dominant radiation directions coincide with the modes of the
infinite periodic counterpart.

Index Terms—Reconfigurable Intelligent Surface (RIS), In-
telligent Reflecting Surfaces (IRS), configurable MeTaSurfaces
(MTS), periodic structures, full-wave simulation

I. INTRODUCTION

THE smart radio environment (SRE) is a paradigm that has
recently emerged to meet the unprecedented requirements

of future wireless networks such as sixth generation (6G) [1].
The fundamental idea of SRE is to jointly optimize the
wireless channel and the communicating endpoints [1]. The
idea of reconfigurable intelligent surfaces (RISs) is a chief
concept within the scope of SRE [2]. An RIS is a surface
designed to configurably modify the scattered electromagnetic
(EM) field [2].

An RIS consists of numerous elements (unit cells) whose
EM properties can be electronically adjusted, for example,
with tunable varactor diodes [3], switchable positive-intrinsic-
negative diodes [4] or liquid crystal technology [5]. An RIS
can be designed based on the well-established concept of
reflectarrays or metasurface (MTS) technology [6]. The latter

The authors are with the Department of Broadband Infocommunica-
tions and Electromagnetic Theory, Budapest University of Technology
and Economics, Műegyetem rkp. 3., H-1111 Budapest, Hungary. Email:
csatho.botond@edu.bme.hu, horvath.balint@vik.bme.hu

is superior due to the available EM field transformations [6],
and utilized, e.g., to improve antenna structures [6]–[8]. It is
important to note that RISs are primarily envisioned as nearly
passive devices, meaning only their configuration requires
energy. Numerous visions exist for scenarios where an RIS
deployment is beneficial [9]. These include communicating
with a user in blockage, creating additional signal paths,
increasing the channel rank, and suppressing interference.

The interaction between the impinging EM field and the RIS
can be described with macroscopic or microscopic models.
Macroscopic models omit the particular structure of the unit
cells and instead use some macroscopic parameters to account
for the effect of the surface. Some frequently used macroscopic
models are reviewed in [2], [10]. Numerous macroscopic
models are employed to design control algorithms and large-
scale performance evaluation. Some make simplifications that
mask fundamental physical behavior, such as the interaction
between neighboring RIS elements, e.g., [11]. In contrast,
some macroscopic models are physically tenable; these are
often used for the design of metasurfaces; one such model
is the generalized sheet-transition condition [7]. Macroscopic
models can also be included in ray-tracing simulators suitable
for large-scale performance analysis [10].

On the contrary, microscopic models consider the physical
implementation of unit cells. Conventionally, this requires full-
wave numerical simulation of the structure. Therefore, these
models are physically tenable and can capture fundamental
phenomena. Full-wave simulations are commonly employed
in the design phase [12], and to retrieve macroscopic param-
eters or validate macroscopic models [7]. Since the full-wave
simulation of the complete propagating environment in 3D is
resource-demanding, they are not feasible to conduct a large-
scale performance evaluation. To circumvent the resource-
demand issue, one can improve the efficiency of the numerical
models [13]–[15], alternatively, the amalgamation of micro-
scopic and macroscopic models can be employed [16]. The
advantage of microscopic models lies in their applicability to
almost any unit cell structure, particularly given the computa-
tional power available today. Hence, it is possible to analyze
cases when homogenization-based macroscopic models are not
suitable due to the physical dimensions of the unit cell relative
to the wavelength.

Designing RIS control patterns constitutes a fundamental
goal of RIS modeling. The choice of the RIS model is inter-
connected with the pattern design or beamforming methods.
With simple macroscopic models, it is possible to optimize
the RIS for a particular statistical channel realization [11],
[17], [18]. With physically tenable macroscopic models, the
typical goal is to tune the reflection pattern of the RIS to
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achieve the desired pattern while omitting the effect of the
environment [6], [12], [19]. From this perspective, microscopic
models are similar; i.e., often the reflection pattern of the
surface is optimized without considering the environment [13],
[14]. In our work, a full-wave simulation-based approach
is applied for RIS modeling, considering the size of the
analyzed structure relative to the wavelength. An issue of
significant importance with full-wave simulation-based RIS
pattern design is that as the number of continuous control
parameters increases, the optimization problem becomes more
computationally demanding. The present article provides an
intuition-based solution for this challenge. A more detailed
comparison of different RIS pattern design methods is pro-
vided after discussing our contribution in Tab. III.

The considered design is based on a prototype described in
the literature [3]. We assume that unit cells are configured pe-
riodically; consequently, only one period (so-called super-cell)
is analyzed. As a first result, we present fundamental effects
related to plane wave (PW) scattering from an RIS. Our main
contribution is a method to generate RIS configuration patterns
to achieve anomalous reflection. The presented method can be
utilized to determine advantageous patterns if an RIS design
is provided. We demonstrate that it is possible to direct power
into configurable reflection directions. Our observations are
consistent with the capabilities of antenna arrays and reflec-
tarray technology; namely, by proper phase pattern design, it
is possible to create anomalous reflection, i.e., turn the main
beam in the desired direction [12]. Such anomalous reflec-
tions can be achieved, e.g., with phase-gradient metasurfaces
designed based on the generalized Snell’s law [12]. In a real-
life RIS deployment, one should consider the limited physical
size of an RIS. Therefore, as a last result, we compare the
scattering properties of a finite-size RIS with the ones of an
infinite periodic structure.

The remainder of the manuscript is organized as follows.
Section II describes the core concept of EM field scattering
from planar periodic structures. Subsequently, the utilized
full-wave solver and the analyzed design are introduced in
Sec. III. The results obtained from full-wave simulations and
the description of the suggested pattern search method are
presented in Sec. IV. Finally, conclusions are drawn in Sec. V.

The following mathematical notation is used throughout this
paper. ‖·‖ denotes the 2-norm, |·| and arg (·) are the absolute
value and argument of a complex scalar, respectively. Z, R, C
are sets of integer, real, and complex numbers, respectively.

II. REFLECTION FROM PERIODIC STRUCTURES

Let us start with an overview of the EM scattering from
periodic structures, which is vital for analyzing the simula-
tion results. We consider an infinite planar periodic structure
consisting of rectangular lattices located at z = 0 with a
PW incident on the surface. The period sizes and the angles
describing the wave vectors of the incident and reflected PW,
namely θi, φi, θr, and φr are shown in Fig. 1. Subscripts i and r
indicate incident and reflected, respectively. The wave vectors

x
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py
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�kr
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Fig. 1. Incident (�ki) and reflected (�kr) plane waves and and periodicity (px,
py) of the structure

can be computed as
∥∥∥�kν

∥∥∥ = kν =
2π

λ
=

2πf

c
= 2πf

√
µε,

�kν = kν,xx̂+ kν,yŷ + kν,zẑ,

with ν ∈ {i, r} ,

(1)

where λ is the wavelength, f is the frequency, c is the speed
of light in the medium, µ and ε are the permeability and
permittivity of the medium in the z ≥ 0 region, respectively.
Furthermore, x̂, ŷ, and ẑ are the unit vectors in the X-, Y-,
and Z-axes, respectively.

Applying the Floquet-Bloch theory, it can be shown that the
scattered EM field of a periodic structure can be expressed
as a linear combination of particular PW components [20].
It can be derived that the wave vector of these components
is determine by the periodicity of the structure. According to
Bhattacharyya [20], in the case of a rectangular grid, such as
the one in Fig. 1, these wave vectors are

kr,x,m = ki,x +
2πm

px
,

kr,y,n = ki,y +
2πn

py
,

{n,m} ∈ Z,

(2)

where px and py are the length of the period of the structure
along the X-axis and Y-axis, respectively, or in other terms,
the size of the super-cell. Let us note here that equation (2)
can be extended for general grids [20]. An m,n pair is also
referred to as a mode. For each mode

k2i = k2r = k2r,m,n = k2r,x,m + k2r,y,n + k2r,z,m,n (3)

must hold, which also defines kr,z,m,n. Consequently,

k2r,x,m + k2r,y,n < k2r ⇐⇒ propagating mode,

k2r,x,m + k2r,y,n > k2r ⇐⇒ evanescent mode.
(4)

Only propagating modes, i.e., when kr,z,m,n ∈ R and
kr,z,m,n > 0 can deliver power to the far-field. The energy
propagating in each mode depends on the boundary conditions
(BCs) imposed by the structure.
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Fig. 2. Demonstrating the effect of varying the period size and incident angle
on the number of propagating modes, assuming φi = 0 ◦, py = λ

The number of propagating modes can be determined using
(1), (2), (3), and (4). Figure 2 demonstrates the number of
propagating modes for varying periodicity and incident angles.
One can observe that as the period size increases with respect
to the wavelength, the number of propagating modes also
increases. Furthermore, the incident angle also affects the
possible number of modes.

In conclusion, the period size and the angle of incidence
govern the propagating modes By changing the structure,
e.g., by modifying some geometrical parameter or tuning an
electrically configurable component, it is possible to adjust the
power corresponding to each propagating mode, as presented
in Sec. IV.

III. NUMERICAL ANALYSIS

A. Simulation Environment

A commercial full-wave EM simulation software1 is used
to study scattering from an RIS in a physically consistent
manner. The software solves Maxwell’s equations with the
finite element method. We assume that the RIS is configured
periodically. Therefore, it can be treated as an infinite periodic
structure, providing that the effect of the edges is neglected.
Accordingly, analyzing only one period, i.e., a super-cell,
is sufficient. PW excitation is used for the analysis, which
does not restrict generality since an arbitrary EM field can
be decomposed into the appropriately weighted sum of PWs
with spatial Fourier transform [21]. HFSS can determine the
possible propagating modes based on the size of the super-
cell and the direction of the impinging PW. For each mode,

1Ansys® Academic Research High-Frequency Structure Simulator (HFSS)
Release 2021 R2

TABLE I
NUMERICAL DATA RELATED TO THE RIS STRUCTURE DEPICTED IN FIG. 3

Variable Value Variable Value
px 31.4mm l4 0.6mm
py 22.6mm l5 2.9mm
l1 20.3mm l6 4.3mm
l2 4mm l7 0.6mm
l3 8.3mm t1 3mm
ε1 2.65ε0 tan δ1 0.005
µ1 µ0

it defines two ports, one for transverse electric (TE) and one
for transverse magnetic (TM) polarization2.

We are interested in the scattering parameters (S-
parameters) of the super-cell. These are initially defined as
the ratio of incident and reflected voltages in an N-port
network. HFSS can provide these metrics in terms of EM
fields. According to the definition of S-parameters,

Sj;k =
Ψr,j

Ψi,k

∣∣∣∣∣
Ψi,k=0 if l �=k

, j, k, l = 1, . . . ,N, (5)

where Sj;k ∈ C, N is the number of ports defined by HFSS,
and Ψr,j , Ψi,k are unitless complex amplitudes of the reflected
and incident fields corresponding to the j th and kth port,
respectively [23]. Therefore,

N∑
j=1

∣∣Sj;k

∣∣2 ≤ 1, ∀k, (6)

must hold if the structure is passive because of the principle of
conservation of energy. One needs to verify that the simulation
results satisfy (6), since this is a straightforward indicator of
a physically meaningful model.

As an example of the utilized notation, S0,0,TE;1,0,TM is the
scattering parameter corresponding to the m = 0, n = 0 mode
in TE polarization, if the excitation is given in the m = 1, n =
0 mode with TM polarization.

B. Analyzed Unit Cell

Let us now introduce the studied RIS design. The unit
cell arrangement is based on a manufactured and measured
prototype [3]. We tune the original structure to operate around
f = 4.7GHz (5G New Radio Frequency Range 1 n79 band).
The sketch of the HFSS model is shown in Fig. 3, while the
parameter values are summarized in Tab. I, where ε0 and µ0

denote the permittivity and the permeability of the vacuum,
respectively. In the original design, there is a second substrate
layer for the biasing lines, which is omitted in the HFSS model
to save resources. Therefore, the biasing lines are connected
to the ground.

In the HFSS model, periodicity is incorporated using
Lattice Pair type BCs. A Floquet Port is the source
of the PW excitation. The varactor diodes are modeled with
Lumped RLC BCs, with zero resistance and inductance. The

2Let us note that the EM scattering from a boundary is usually described
with TE and TM polarized components. These components are orthogonal to
each other. Moreover, an arbitrary PW can be decomposed into TE and TM
polarized components with respect to a plane [22].
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capacitance (C) values are the control parameters of the RIS
and equal within a unit cell. All chopper parts are considered
with Perfect E BCs. The substrate is modeled as a user-
defined dielectric, and there is a vacuum above the RIS.

The scattering parameters of the model are shown in
Fig. 4. The curves are obtained with Interpolating
HFSS Frequency Sweep based on the solutions corre-
sponding to 10 different frequencies, with a mesh generated
at 5.5GHz.

IV. RESULTS AND DISCUSSION

A. Analyzing Scattering Properties

Having introduced the design, the first presented result is
the angular behavior of a single unit cell. Assuming that the
excitation is applied in TM mode, the scattering parameters are
shown in Fig. 5. The results for the TE polarized excitation
are very similar; thus, we omit the corresponding results for
brevity. The S-parameters can exhibit extreme deviations for
varying incident angles. Furthermore, one can observe that C
also affects reflection properties. In the presented case, it can
turn the mode conversion from TM to TE on and off.

In the case of a single unit cell, there is only one propagating
mode with the considered physical parameters. Next, we
add a second unit cell along the X-axes. Consequently, two
other propagating modes appear due to the nature of periodic
structures, as described in Sec. II. These new propagating
modes can reflect power anomalously. Figure 6 presents the
scattering parameters for varying incidence angle and control
parameters. On the one hand, it is apparent that by varying
the control parameters, the scattering parameter of a mode
can be tuned. On the other hand, one can see that power can
be directed in multiple directions simultaneously, leading to
reradiation toward unintended directions. Some of these signal
components might cause interference. Furthermore, results
suggest that interference can be mitigated by appropriately
designing the control patterns.

Designing anomalously reflecting metasurfaces with perfect
reflection is also described in the literature; see e.g. [12],
[19]. It is noteworthy that it has also been shown that perfect
anomalous reflection can be achieved, although with polariza-
tion conversion [24]. Therefore, this observation underpins the
correctness of the analysis approach used in this article. It is
important to emphasize that the full-wave simulation based
analysis can be applied also to structures where homogeniza-
tion is not feasible due to their physical dimensions relative to
the wavelength. A comparison of different analysis methods
is provided in Tab. III. The chosen approach also influences
the potential pattern design or beamforming strategy. In the
next subsection, we outline one possibility for maintaining
manageable computational complexity when applying full-
wave simulation.

B. RIS Pattern Search Method

In a nutshell, the fundamental difficulty arises from the
number of continuous control parameters. Here, we propose
an intuition-based solution to this problem by discretizing the
continuous control parameters. The suggested pattern search
method starts with identifying a capacitance set from which
the C values are chosen. Then, we exhaustively search for
optimal control parameter patterns of super-cells consisting of
multiple unit cells.

To identify the set of capacitances, a single unit cell is
considered. Assuming perpendicular incidence, C is tuned
with the Optimizer available in the Optimetrics of
HFSS to achieve a particular phase of the S-parameters at
the carrier frequency (f = 4.7GHz). The results are sum-
marized in Tab. II. The authors of [3] also used a similar
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Fig. 5. Angular dependence of scattering parameters for a single unit cell, f = 4.7GHz. (a) and (b) represents the magnitude and the phase of the
S-parameters, respectively.

approach to determine the set of possible bias voltage values
for each varactor diode. Subsequently, we choose control
parameter values from Tab. II. For period sizes up to three
unit cells, we use the capacitance values corresponding to
90◦, 45◦, 0◦,−45◦,−90◦,−180◦. Whereas for larger period
sizes, the values corresponding to 90◦, 0◦,−90◦ are employed
to render the number of permutations manageable. Then, an
exhaustive search is carried out for gradually increasing super-
cell sizes. Simulations are evaluated for every possible control
parameter permutation for each super-cell. First, we generate
all possible permutations of the control parameters. Some
permutations are then removed based on two aspects of the
periodic BC. (i) the patterns which are cyclic shifts of an
already evaluated one are ignored; e.g., only one of C1 =
0.284 pF, C2 = 0.353 pF and C1 = 0.353 pF, C2 = 0.284 pF
is considered, where C1 and C2 denote the control parameter
values of the two unit cells of the super-cell. (ii) a pattern is
omitted if its periodicity is smaller than the size of the super-
cell; e.g., C1 = C2 = 0.353 pF is ignored for evaluating super-
cells consisting of two unit cells since it is already considered
for the case of a single unit cell. To enhance traceability, φi
is set to 0 ◦. However, we would like to stress that the S-
parameters depend on φi. An example of the obtained curves
is shown in Fig. 6. As one can observe, the applied control
pattern influences the amount of power directed into each
mode.

TABLE II
CONTROL PARAMETER VALUES, θI = φI = 0 ◦ , f = 4.7GHz

C [pF] ≈ arg
(
S0,0,TM;0,0,TM

)
[◦]

0.051 135
0.284 90
0.330 45
0.353 0
0.374 −45
0.387 −90
0.423 −135
0.500 −180

The mode indices can be converted into reflected angles,
given the incident angle and periodicity based on (1), (2), (3),
and (4). Assuming φi = 0 ◦, and −90 ◦ < θi < 90 ◦, it follows
that for propagating modes

ki,x = k0 sin θi, ki,y = 0,

kr,x,m = ki,x +
2πm

px
, {m} ∈ Z,

θr = arcsin
kr,x,m

k0
.

(7)

Let us note that (7) holds if modes corresponding to n �= 0
are evanescent, which is valid for the considered period size,
namely py = 22.6mm ≈ 0.35λ.

The mode indices are converted to reflection angles using
(7). Subsequently, we made a collection of possible θi-θr pairs.
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If a pattern for a θi-θr pair provides higher reflected power than
the corresponding pattern in the database, the new pattern and
its associated S-parameter are stored instead in the database
for that particular θi-θr pair. Figure 7 illustrates the collection
obtained for gradually increasing the maximum period size.
The average of the amplitude of the scattering parameters,
considering the largest period size is 0.78. Therefore, one can
conclude that increasing the super-cell size makes it possible
to direct power in more directions. Furthermore, one can tune
the direction of reflection by choosing different patterns from
the precalculated database. Continuing this approach for larger
super-cell sizes and more control parameter values provides
more options, presumably with higher reflection coefficients.
Table III compares this approach with other strategies de-
scribed in the literature relying on different RIS models. In
conclusion, this intuition-based method is physically tenable
and can handle structures where homogenization is not feasi-
ble, requiring higher but manageable complexity.

C. Effect of Finite Size

In practice, an RIS structure is finite in size. In turn, we
also investigate the effect of this condition, which is studied
analytically in the literature, see, e.g. [19]. To demonstrate
this effect, we consider a six unit cell large structure, remove
the periodic boundary conditions, and terminate the simulation
domain with a perfectly matched layer. For the sake of
simplicity, we select control parameters with a two unit cell
period size and repeat it three times to obtain the patterns of
the six unit cell large RIS. In this way, the pattern still has
some periodicity, supporting the comparison with the periodic

case. Afterward, the directivity [23] as the function of the
reflection angle (D (φr)) is evaluated in the far-field.

Since a pattern consisting of two unit cells is repeated three
times to obtain a six unit cell large structure, the reflection
angles corresponding to each propagating mode are computed
using (7) with px = 62.8mm, i.e., the size of two unit cells
of the considered design along the X-axis, see Tab. I.

To compare the results of the infinite periodic structure with
their finite counterparts, the directions corresponding to the
propagating modes are plotted on the D (φr) curves; see Fig. 8.
For large incidence angles (θi), there is a notable difference
between the peaks of D (φr) and the directions of the propa-
gating modes. However, as the angle of incidence decreases,
the peaks approach the directions indicated by the propagat-
ing modes. The effect of varying the control parameters is
also apparent. For uniform configurations, specular reflection
dominates, i.e., the 0, 0 mode. By appropriately changing the
control pattern, anomalous reflections can be achieved; see
the curves corresponding to C1 = 0.353 pF, C2 = 0.5 pF and
C1 = 0.5 pF, C2 = 0.353 pF in Fig. 8. From the authors’
perspective, these results indicate that it might be beneficial to
consider infinite periodic structures at the pattern design phase
because it simplifies the simulation. However, one should keep
in mind that for a finite-size RIS the directions corresponding
to the highest radiated power might deviate from the directions
in the case of an infinite periodic structure.

V. CONCLUSION

We briefly introduce periodic structures essential for un-
derstanding the full-wave simulation results. Then, a compre-
hensive numerical analysis of the scattering from the utilized
RIS design is presented. The analyzed structure is on a
length scale, where homogenization-based modeling is not
feasible. Full-wave simulations were employed to address this
issue. Our main contribution is the approach that enables the
identification of RIS configuration patterns creating anomalous
reflection. In particular, the described method is physically
meaningful due to the utilization of computational electro-
magnetics. With this approach, a database of configuration
patterns can be obtained, each targeting a different reflection
direction and a low level of parasitic reflection. An RIS control
algorithm can be designed based on such a database, which
chooses the best control pattern from the control patterns
constructed offline. The primary limitation of this approach is
its run-time and computation resource demand. As the number
of control parameters grows, the number of simulations also
increases. This issue can be partially addressed through par-
allelization, which is available in most commercial full-wave
solvers. Another potential solution is to limit the period size of
the pattern and repeat it along the surface. We also present the
following effects described in the literature. First, reflection
in unintended directions might lead to implementation chal-
lenges. Second, because of the finite size of the RIS, scattering
from the surface can not be described with the superposition
of Floquet modes; instead, for example, the directivity can
be utilized. It is noteworthy that in the evaluated scenario,
the directivity peaks divert from the directions corresponding
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Fig. 7. Possible reflection directions, φi = 0 ◦, f = 4.7GHz. The excitation is TM polarized. For the results, both reflected polarizations are considered.

TABLE III
COMPARING DIFFERENT RIS MODELING AND CORRESPONDING PATTERN DESIGN APPROACHES

Ref. Methodology Objective Strength Limitation

[11],
[17]

The effect of scatterers is repre-
sented by complex numbers in a
diagonal or dense matrix.

Typically, the goal is to maximize
the throughput of the RIS-aided
link.

This model integrates well into
the stochastic models of unstruc-
tured rich scattering channels;
thus, it is possible to consider the
environment.

Such models often mask funda-
mental physical mechanisms.

[18]
The interaction of the RIS ele-
ments is accounted for using a
multiport network theory model.

Synthesize a desired radiation
pattern by tuning the impedance
values describing the RIS ele-
ments.

It could be more accurate
than [11] and it is still suitable
for numerous evaluations, e.g.,
in optimization loops.

Network theory-based equivalent
models are usually valid for a
certain frequency range.

[6],
[12],
[19]

The RIS is replaced by an equiva-
lent homogenized boundary con-
dition.

Synthesize a desired radiation
pattern by creating a spatially
varying boundary condition.

This approach captures all the es-
sential physical phenomena, pro-
vided that the conditions required
for homogenization are fulfilled.

It can be cumbersome to establish
the correspondence of the physi-
cal structure and the parameters
of the homogenized BC.

[13],
[14]

An integral equation-based ap-
proach is applied. The metal-
lic pattern is considered with an
impedance type BC.

Tune the impedance BC to
achieve a target radiation pattern.

It accurately captures the inter-
action between each part of the
RIS.

Adding other structures to the
model, such as vias or circuit
components might be challeng-
ing.

This
work

Full-wave simulation is applied. Design a control pattern dictio-
nary for the angle of incident and
reflection pairs.

This approach captures all the
physical phenomena and can be
applied to structures being large
relative to the wavelength.

The simulation demands more
computational resources than
other approaches.

to the propagating modes of the infinite case only for large
incidence angles. Therefore, the results of the periodic case
can serve as a reliable guideline when designing RIS patterns.
Building on the presented results, a possible future direction
is to apply sensitivity analysis to identify the capacitance set
from which the patterns are constructed.
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mental physical mechanisms.

[18]
The interaction of the RIS ele-
ments is accounted for using a
multiport network theory model.

Synthesize a desired radiation
pattern by tuning the impedance
values describing the RIS ele-
ments.

It could be more accurate
than [11] and it is still suitable
for numerous evaluations, e.g.,
in optimization loops.

Network theory-based equivalent
models are usually valid for a
certain frequency range.

[6],
[12],
[19]

The RIS is replaced by an equiva-
lent homogenized boundary con-
dition.

Synthesize a desired radiation
pattern by creating a spatially
varying boundary condition.

This approach captures all the es-
sential physical phenomena, pro-
vided that the conditions required
for homogenization are fulfilled.

It can be cumbersome to establish
the correspondence of the physi-
cal structure and the parameters
of the homogenized BC.

[13],
[14]

An integral equation-based ap-
proach is applied. The metal-
lic pattern is considered with an
impedance type BC.

Tune the impedance BC to
achieve a target radiation pattern.

It accurately captures the inter-
action between each part of the
RIS.

Adding other structures to the
model, such as vias or circuit
components might be challeng-
ing.

This
work

Full-wave simulation is applied. Design a control pattern dictio-
nary for the angle of incident and
reflection pairs.

This approach captures all the
physical phenomena and can be
applied to structures being large
relative to the wavelength.

The simulation demands more
computational resources than
other approaches.

to the propagating modes of the infinite case only for large
incidence angles. Therefore, the results of the periodic case
can serve as a reliable guideline when designing RIS patterns.
Building on the presented results, a possible future direction
is to apply sensitivity analysis to identify the capacitance set
from which the patterns are constructed.
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Abstract—The increasing prominence of quantum networks has 
necessitated the exploration of their vulnerabilities and the 
development of effective countermeasures. This paper investigates 
the potential threats faced by quantum networks, particularly 
focusing on the exploitation of quantum TCP-three-way 
handshake connections. To mitigate these attacks, a novel 
approach involving the implementation of a quantum firewall is 
proposed. The paper emphasizes that the security of quantum 
networks is primarily reliant on pre-established agreements for 
creating quantum entanglement among devices, which inherently 
limits external attacks. However, it highlights the adverse impact 
of quantum assaults on network availability due to the 
consumption of quantum bits required for establishing 
connections. By leveraging unique node identification and 
coherence time of quantum memory, the proposed quantum 
firewall effectively mitigates the effects of attacks while ensuring 
network availability. Through this security strategy, the paper 
demonstrates the robustness of the quantum firewall in 
safeguarding the integrity and operation of quantum networks 
against potential threats. 

Keywords— Quantum Internet, Quantum Repeater, Quantum 
Attack, Quantum Firewall 

I. INTRODUCTION  
he rapid evolution of quantum technology has led to the 
emergence of quantum networks as a vital component of 

modern communication systems [1]. As these networks become 
increasingly complex and critical, ensuring their security against 
potential threats has become of paramount importance. 
Consequently, recent research has dedicated significant 
attention to examining the security aspects of quantum 
networks, as evidenced by numerous articles in the field. 

Quantum networks offer new avenues for secure and 
efficient information transfer by leveraging the principles of 
quantum mechanics [2]. However, these networks also introduce 
unique challenges and vulnerabilities that must be thoroughly 
understood and effectively addressed. Researchers have directed 
their efforts toward investigating the security implications of 
quantum networks, exploring potential threats, and devising 
strategies to mitigate them. 

The exploration of security in quantum networks spans 
various dimensions, encompassing the protection of quantum 
communication protocols and the resilience of network 
infrastructure [3]. Researchers have developed novel techniques 
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and frameworks to ensure the confidentiality, integrity, and 
availability of quantum information transmitted over these 
networks, aiming to establish a robust foundation for their secure 
operation. 

In the context of this research, one notable paper [4] 
introduces a quantum intrusion detection system (QIDS) that 
combines conventional and quantum approaches to effectively 
protect systems against sophisticated attacks. The QIDS 
enhances accuracy, precision, and reduces false positives, with 
evaluations conducted using Distributed Denial of Service 
(DDoS) assaults generated by Mirai botnets. 

Despite advancements in quantum technology, the 
practicality of a quantum internet is limited due to the constraint 
of point-to-point qubit transmission. Overcoming this limitation 
necessitates the implementation of quantum routers. Notably, 
studies described in [5][6] present quantum router designs that 
leverage teleportation and protocols for managing entangled 
pairs, with validation performed using quantum simulators. 

Furthermore, [7] focuses on attacks targeting quantum 
repeaters, which are akin to traditional Internet routers, 
evaluating their vulnerabilities in terms of secrecy, integrity, and 
availability. The authors develop a framework for exploring 
network-wide vulnerabilities, emphasizing the role of classical 
computing and networking aspects in addressing the overall 
security concerns of quantum networks. 

In [8], classical network theory and graph theory are 
employed to address security and key management challenges 
in quantum networks. The proposed communication architecture 
prioritizes high security by reducing the number of intermediary 
nodes. Additionally, key management and data scheduling 
algorithms enhance data transmission efficiency. 

The paper outlined in [9] explores denial of service (DoS) 
attacks against actual quantum key distribution (QKD) 
equipment, where attackers deplete the QKD key reserves of the 
Key Management System (KMS). The authors propose safety 
measures to mitigate such attacks and underscore the 
significance of integrating QKD into standard 
telecommunications networks for ensuring communication 
security. They also emphasize the importance of treating QKD 
keys as valuable and scarce resources. 

This paper delves into the security aspects of quantum 
networks, specifically focusing on the vulnerabilities associated 
with quantum TCP-three-way handshake connections 
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networks, as evidenced by numerous articles in the field. 
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and frameworks to ensure the confidentiality, integrity, and 
availability of quantum information transmitted over these 
networks, aiming to establish a robust foundation for their secure 
operation. 

In the context of this research, one notable paper [4] 
introduces a quantum intrusion detection system (QIDS) that 
combines conventional and quantum approaches to effectively 
protect systems against sophisticated attacks. The QIDS 
enhances accuracy, precision, and reduces false positives, with 
evaluations conducted using Distributed Denial of Service 
(DDoS) assaults generated by Mirai botnets. 

Despite advancements in quantum technology, the 
practicality of a quantum internet is limited due to the constraint 
of point-to-point qubit transmission. Overcoming this limitation 
necessitates the implementation of quantum routers. Notably, 
studies described in [5][6] present quantum router designs that 
leverage teleportation and protocols for managing entangled 
pairs, with validation performed using quantum simulators. 

Furthermore, [7] focuses on attacks targeting quantum 
repeaters, which are akin to traditional Internet routers, 
evaluating their vulnerabilities in terms of secrecy, integrity, and 
availability. The authors develop a framework for exploring 
network-wide vulnerabilities, emphasizing the role of classical 
computing and networking aspects in addressing the overall 
security concerns of quantum networks. 

In [8], classical network theory and graph theory are 
employed to address security and key management challenges 
in quantum networks. The proposed communication architecture 
prioritizes high security by reducing the number of intermediary 
nodes. Additionally, key management and data scheduling 
algorithms enhance data transmission efficiency. 

The paper outlined in [9] explores denial of service (DoS) 
attacks against actual quantum key distribution (QKD) 
equipment, where attackers deplete the QKD key reserves of the 
Key Management System (KMS). The authors propose safety 
measures to mitigate such attacks and underscore the 
significance of integrating QKD into standard 
telecommunications networks for ensuring communication 
security. They also emphasize the importance of treating QKD 
keys as valuable and scarce resources. 

This paper delves into the security aspects of quantum 
networks, specifically focusing on the vulnerabilities associated 
with quantum TCP-three-way handshake connections 
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Abstract—The increasing prominence of quantum networks has 
necessitated the exploration of their vulnerabilities and the 
development of effective countermeasures. This paper investigates 
the potential threats faced by quantum networks, particularly 
focusing on the exploitation of quantum TCP-three-way 
handshake connections. To mitigate these attacks, a novel 
approach involving the implementation of a quantum firewall is 
proposed. The paper emphasizes that the security of quantum 
networks is primarily reliant on pre-established agreements for 
creating quantum entanglement among devices, which inherently 
limits external attacks. However, it highlights the adverse impact 
of quantum assaults on network availability due to the 
consumption of quantum bits required for establishing 
connections. By leveraging unique node identification and 
coherence time of quantum memory, the proposed quantum 
firewall effectively mitigates the effects of attacks while ensuring 
network availability. Through this security strategy, the paper 
demonstrates the robustness of the quantum firewall in 
safeguarding the integrity and operation of quantum networks 
against potential threats. 

Keywords— Quantum Internet, Quantum Repeater, Quantum 
Attack, Quantum Firewall 

I. INTRODUCTION  
he rapid evolution of quantum technology has led to the 
emergence of quantum networks as a vital component of 

modern communication systems [1]. As these networks become 
increasingly complex and critical, ensuring their security against 
potential threats has become of paramount importance. 
Consequently, recent research has dedicated significant 
attention to examining the security aspects of quantum 
networks, as evidenced by numerous articles in the field. 

Quantum networks offer new avenues for secure and 
efficient information transfer by leveraging the principles of 
quantum mechanics [2]. However, these networks also introduce 
unique challenges and vulnerabilities that must be thoroughly 
understood and effectively addressed. Researchers have directed 
their efforts toward investigating the security implications of 
quantum networks, exploring potential threats, and devising 
strategies to mitigate them. 

The exploration of security in quantum networks spans 
various dimensions, encompassing the protection of quantum 
communication protocols and the resilience of network 
infrastructure [3]. Researchers have developed novel techniques 
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and frameworks to ensure the confidentiality, integrity, and 
availability of quantum information transmitted over these 
networks, aiming to establish a robust foundation for their secure 
operation. 

In the context of this research, one notable paper [4] 
introduces a quantum intrusion detection system (QIDS) that 
combines conventional and quantum approaches to effectively 
protect systems against sophisticated attacks. The QIDS 
enhances accuracy, precision, and reduces false positives, with 
evaluations conducted using Distributed Denial of Service 
(DDoS) assaults generated by Mirai botnets. 

Despite advancements in quantum technology, the 
practicality of a quantum internet is limited due to the constraint 
of point-to-point qubit transmission. Overcoming this limitation 
necessitates the implementation of quantum routers. Notably, 
studies described in [5][6] present quantum router designs that 
leverage teleportation and protocols for managing entangled 
pairs, with validation performed using quantum simulators. 

Furthermore, [7] focuses on attacks targeting quantum 
repeaters, which are akin to traditional Internet routers, 
evaluating their vulnerabilities in terms of secrecy, integrity, and 
availability. The authors develop a framework for exploring 
network-wide vulnerabilities, emphasizing the role of classical 
computing and networking aspects in addressing the overall 
security concerns of quantum networks. 

In [8], classical network theory and graph theory are 
employed to address security and key management challenges 
in quantum networks. The proposed communication architecture 
prioritizes high security by reducing the number of intermediary 
nodes. Additionally, key management and data scheduling 
algorithms enhance data transmission efficiency. 

The paper outlined in [9] explores denial of service (DoS) 
attacks against actual quantum key distribution (QKD) 
equipment, where attackers deplete the QKD key reserves of the 
Key Management System (KMS). The authors propose safety 
measures to mitigate such attacks and underscore the 
significance of integrating QKD into standard 
telecommunications networks for ensuring communication 
security. They also emphasize the importance of treating QKD 
keys as valuable and scarce resources. 

This paper delves into the security aspects of quantum 
networks, specifically focusing on the vulnerabilities associated 
with quantum TCP-three-way handshake connections 
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[10][11][12]. It also elucidates a strategy for attacking quantum 
networks, shedding light on potential risks associated with the 
utilization of quantum communication protocols. The disruption 
caused by attackers exploiting quantum TCP-three-way 
handshake connections raises significant concerns. In response 
to this identified weakness, our research proposes and 
implements a novel solution: a quantum firewall. 

Thus, the primary objectives of this paper are twofold: first, 
to uncover weaknesses in quantum networks that can be 
exploited through organized assaults, and second, to establish a 
quantum firewall as a proactive defense mechanism against such 
threats. Our findings highlight the importance of establishing 
quantum entanglement between devices and emphasize the vital 
role of pre-established agreements in safeguarding against 
external attacks [13]. 

By addressing these objectives, our paper contributes to the 
overall understanding and enhancement of quantum network 
security. We aim to uncover vulnerabilities, propose effective 
countermeasures, and provide insights for the development of 
secure and resilient quantum networks in an increasingly 
interconnected world. 

II. THE PRELIMINARIES 

A. The Quantum Network 
Quantum networks represent an innovation in information 

processing and communication, utilizing quantum mechanics 
principles to provide capabilities previously unavailable to 
conventional networks [14]. Before delving into the details of 
this research and innovating a quantum firewall, it is significant 
to understand some essential concepts in the field of quantum 
networks which include the following: 

a) Quantum bits, or qubits, differ considerably from classical 
bits, the qubits exist in multiple states at the same time due to the 
property of quantum superposition [15]. This characteristic 
significantly improves quantum networks' information 
processing capability. 

Quantum entanglement is the basic idea behind quantum 
networks. Which is phenomenon shows the existence of a 
unique relationship between quantum particles. This principle 
was proposed by the scientist Einstein, who pointed out the 
existence of a shared state of two particles. Where the two 
particles are affected together, even if the action occurs on only 
one of the them. In addition, this type of quantum correlation 
holds regardless of the distance between the particles [1][13]. 
Moreover because of  this quantum interconnection, measuring 
the state of one  particle make it possible to obtain the state of 
the other also. Thus, leads to breaking the entangled system. 
Therefore, quantum entanglement has become a major resource 
for secure quantum communication [14]. 

Although the quantum internet depends on the entanglement 
swapping of entangled pairs of qubits (experiments showed that 
there are four pairs of entangled qubits, and each pair has two 
qubits called Bell states that can be represented in equations 1, 
2, 3 and 4). The pairs resulting from entanglement swapping 
cannot be in independent states. In other words, the pairs 
resulting from this process are in an entangled state. In addition, 
the state of one pair cannot be separated into two independent 
states. Moreover, it depends on the measurement result. This is 
due to quantum mechanics, which is subject to the principle of 

probability. However, the state of each entangled pair is known 
after the completion of the quantum swap. At last, the behavior 
of quantum networks is affected by this concept, which is 
essential to several aspects such as the Quantum Key 
Distribution (QKD) and repeaters [16][17]. 

|𝛽𝛽!!⟩ =
1
√2
(|00⟩ + |11⟩)       (1) 

|𝛽𝛽!"⟩ =
1
√2
(|01⟩ + |10⟩)       (2) 

|𝛽𝛽"!⟩ =
1
√2
(|00⟩ − |11⟩)        (3) 

|𝛽𝛽""⟩ =
1
√2
(|01⟩ − |10⟩)        (4) 

 

c) Quantum information is sensitive as well as vulnerable to 
decoherence [18]. Quantum memories (QM), also known as 
quantum optical memories, are essential components for storing 
and retrieving quantum states. They are considered the main 
component responsible for storing a large amount of quantum 
information in quantum bits of both entangled and non-
entangled types, which represent the core of communication in 
the quantum internet. Furthermore, the lifetime of quantum 
memories is very short as it depends on the coherence time, 
which represents the amount of time a quantum system 
maintains its precise superposition and is crucial for quantum 
networks to function properly [19], as well as the quantum 
measuring device such as Bell State Measurement (BSM), and 
entanglement generator are considered components of quantum 
memories. Quantum memories have different types, the most 
famous of which are nitrogen vacuum centers (NV) QM and 
trapped ionic QM. 

d) Quantum nodes represent the heart of the quantum 
internet. Where, long-range communications between the sender 
and the receiver are carried out through these nodes. This is done 
by the entanglement swapping between the quantum memories 
present in these nodes. Although quantum nodes  are subject to 
quantum laws quantum laws in the process of transferring 
information, they use the classical internet to exchange control 
messages between the nodes of the quantum network [12]. In 
addition, these quantum nodes communicate with each other 
through quantum and classical channels, like optical fibers or 
free space[1]. 

e) Quantum Key Distribution (QKD) referred to the methods 
employ by quantum network for secure communication. QKD 
uses quantum features to allow two parties to create a secret key 
that is secure against attacks like eavesdropping [20] [21]. 

f) Quantum teleportation a property distinguishing quantum 
networks that enables the transport of quantum information from 
one point to another without any physical movement of particles 
[22]. This mechanism influences the scalability and long-
distance communication capacities of quantum networks [23]. 

All of these concepts establish a structure for understanding 
the details and constraints of using quantum physics to 
effectively and securely communicate information. 

B. Quantum Transmission Control Protocol (QTCP) 
QTCP is the quantum version of TCP, allowing nodes in 

quantum networks to communicate in a reliable and orderly 
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manner by using quantum three-way handshake process as 
shown Fig.1 [12].  QTCP uses qubits, allowing several states to 
exist at the same time by leveraging quantum superposition 
principles. This distinguishing feature enables more efficient 
and complicated transfer of data between quantum nodes, hence 
improving the overall performance of quantum communication 
systems.  

Furthermore, QTCP uses quantum entanglement to build 
reliable links between nodes, using the inherent correlations 
between entangled particles to enable instantaneous and secure 
data transfer. Despite this, QTCP poses new security issues, such 
as the vulnerability to eavesdropping and the possibility of 
quantum state modification during transmission [12]. 

Additionally, to address these weaknesses and preserve the 
integrity and secrecy of quantum communication, some security 
solutions including are employed like intrusion prevention, 
detection systems and firewall. From point of the quantum view 
the firewall uses quantum mechanics concepts to create strong 
defensive mechanisms against possible attacks on Quantum 
TCP connections, hence protecting the integrity and security of 
quantum networks.  

Understanding the complexities of Quantum TCP is critical 
for understanding the unique difficulties and solutions in 
quantum network security, emphasizing the need for more 
research and development in this quickly expanding sector. 

 

 
Fig. 1. The Three-way Handshek Process of QTCP [10] 

C.  Distributed Denial of Service (DDoS) attacks  
In traditional networks, overloading a target with a flood of 

traffic from several sources is known as DDoS, which leaves 
services unreachable [19]. On the other hand, the introduction of 
Quantum DDoS in the quantum computing age has created a 
new danger scenario. Quantum DDoS takes advantage of 
quantum mechanics principles to impair the availability and 
operation of quantum networks, bringing the classic DDoS idea 
into the quantum domain. The new attack presents distinct 
obstacles that require detailed knowledge to design effective 
responses. 

Quantum networks, although providing unparalleled 
benefits, can pose new vulnerabilities. These weaknesses are 
exploited by quantum DDoS attacks, which target the quantum 
channels and memory that contain the fundamental units of 

quantum information (qubits) as well as required for 
communication between quantum nodes, where the qubits and 
channels are attractive targets for attackers looking to disrupt 
network functioning. 

Additionally, these attacks impair the coherence required to 
create and suffer quantum connections inside the network. Each 
attacking node adds to the decline of quantum channels, causing 
a cascade effect that compromises the overall availability and 
dependability of the quantum network. 

Furthermore, unlike conventional networks, where external 
sources might launch DDoS attacks, quantum networks rely on 
previous agreements to achieve quantum entanglement between 
devices. Thus, Quantum DDoS attacks cannot come from 
external sources. 

D. Firewall Concept 
Before getting into the details of the proposed Quantum 

Firewall concept, it's important to have an understanding of the 
general idea of a firewall within the area of cyber security in 
traditional computing. A firewall is a key network security 
hardware or software that monitors, filters, and controls 
incoming and outgoing network traffic based on established 
security rules. It serves as a firewall between a trusted internal 
network and untrustworthy external networks, such as the 
Internet, thereby limiting unwanted access and possible cyber 
risks [24]. 

Firewalls are classified into various varieties, each with its 
own set of features and processes for detection and managing 
network traffic [23]. Packet-filtering firewalls, for example, 
Proxy firewalls, and another form, stateful inspection firewalls, 
also known as dynamic packet filtering, each of which is used 
depending on the security requirements of the network in which 
it is used. where the security policies that implement by each 
type of firewall specify how they should handle various forms 
of network traffic, enforce access controls and prevent unwanted 
activity. Furthermore, modern firewalls frequently include 
intrusion prevention and detection technologies to help identify 
and respond to possible security threats [24]. 

Understanding the fundamental ideas of firewalls in classical 
computing gives an ideal starting point for investigating novel 
methods of network security, including its use in protecting 
networks in emerging quantum computing such as the quantum 
firewall illustrated in Fig 2. 

 
Fig. 2. The Quantum Firewall Concept 
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III. PROPOSED MECHANISM 
The flow work of proposed mechanism outlines a 

comprehensive system designed to enhance efficiency and 
security as shown in Fig.3 

 
Fig. 3. The Flow Work of the Proposed System 

A. Step1: Quantum Network Generation 
The Python programming language v3.9, PyCharm 

Community 2021.3 environment, and a Mac operating system 
with the Apple M1 processor and 8GB of memory were used to 
construct the quantum network. The proposed quantum network 
comprises multiple nodes, each equipped with a quantum 
memory that has a limited capacity for storing quantum bits. The 
following factors were considered: 

• The Q-network is composed of N nodes, Where the 
attack-nodes n are chosen according to the equation 5 

 
𝑛𝑛 = 𝑟𝑟𝑟𝑟𝑟𝑟𝑛𝑛𝑟𝑟	("

#
	𝑁𝑁) (5) 

• The quantum memory has maximum capacity 
(Max_Cap) ranges from 3 to 9 qubits. 

• The nodes are interconnected in a mesh network 
architecture. 

• It is not possible for the quantum channels/links to share 
a single qubit. A visual representation of the network can 
be seen in Fig. 4. 

• Each node has unique id as (1,2,3 .....n) 

 

Fig. 4. The Proposed Netwok Architecture 

B. Step2: Quantum Attack Simulation 
The QTCP protocol's three-way handshake process is 

vulnerable to a quantum attack that exploits this weakness. The 
attack involves using EPR to establish Quantum SYN Flooding, 
as described in the following: 

• Each fake node first calculates the number of 
connections with each neighbor, i.e., check the 
unbounded channels UC. 

• The fake node then prepares a number of local entangled 
states EPRs in order to begin the quantum three-way 
handshake process (Connection establishment) 
according to equation 6 

                    𝐸𝐸𝐸𝐸𝐸𝐸$ = 𝑈𝑈𝑈𝑈 ∗ 𝑀𝑀𝑀𝑀𝑀𝑀_𝑈𝑈𝑀𝑀𝐶𝐶                    (6) 

Moreover, the prepared states are formed as in equation 
7 : 

                    |𝜓𝜓%⟩&'('	, |𝜓𝜓
)⟩&'('	, |𝜑𝜑

%⟩&'('	, |𝜑𝜑
)⟩&'('       (7) 

Where the state is represented in two digits that are the 
node IDs 𝐴𝐴	𝑀𝑀𝑛𝑛𝑟𝑟	𝐵𝐵  and 𝑖𝑖 is an integer from 0 onwards. 

•  At this stage, the deceptive nodes send qTCP packets 
(quantum synchronization -qSYN- request) to all nearby 
nodes via all available channels, in order to occupy the 
entire channel. Additionally, consists of the sending 
node's identifier and the second qubit of the entangled 
bits generated, which represents a qubit stored in the 
quantum memory of the neighboring node. Nonetheless, 
the entanglement process remains unfinished as the 
deceptive node does not complete the three-way 
handshake process, resulting in half-open 
communications. the qSYN request is shown in Fig. 5. 

 
              Fig. 5. The Quantum Synchronization Request Packet 

• After the coherence time expires, the deceptive nodes 
resend the qSYN packet again (making qSYN flood 
attack) as it illustrated in Fig. 6, and it remains in this 
state repeatedly, consuming the quantum memory of 
neighboring nodes in addition to the channels between 
each pair of nodes. 

 
Fig. 6. The Quantum Synchronization Flooding 

The flowchart of the quantum-TCP attack is displayed in 
Fig. 7. 
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Fig. 8. The Quantum-Firewall Flowchart

Fig. 9. Establishing Quantum Links Between the Quantum Nodes

Fig. 7. The Quantum-TCP attack Flowchart

C. Step3: Quantum Firewall Modeling
The quantum firewall is software that runs on all quantum  

nodes in the network to protect them from quantum 
communications that may threaten the security and availability 
of the network. The proposed firewall works as follows:

• We assume that the firewall contains a database (DB) 
in which the received quantum packet information is 
recorded.

• The firewall records the time the quantum packet reaches 
the recipient.

• After that, it extracts the identifier from the quantum 
packet by performing the quantum measurement process, 
without sending back the measurement result during 
which the formation of the quantum link is completed.

• The extracted ID is compared with the IDs stored in 
the database. If there are no records for this packet, the 
firewall allows the quantum communication process 
to complete by performing the measurement process. 
However, if the number of requests (RC) is more than 
the threshold specified after the coherence time expires 
for the quantum memories (determined by comparing the 
information extracted from the quantum packet and the 
records belonging to the firewall), then the firewall blocks 
this node and all incoming requests as the flowchart in 
Fig. 8 illustrates.

IV.   Result and Discussion

A. The First Case: All Nodes are Normal
In this case, all quantum nodes are functioning normally and 

in accordance with the settings prepared for the quantum devices. 
Every two neighboring nodes can perform quantum entanglement 
between their respective quantum memories, forming a quantum 
link between them based on the probability of generating quantum 
bits in each node as shown in Fig. 9. The entanglement process is 
completed through a quantum three-way handshake among the 
generated qubits with the highest probability.

B.  The Second Case: There is an Attack on the Network in 
The Absence of a Firewall

The network in this case comprises of 10 quantum nodes, out 
of which three have been designated as deceptive nodes while 
the others are normal nodes. These three nodes are identified 
as 1, 5, and 7, and each node is connected to its neighboring 
nodes. Table 1 presents the results of the attack on the network, 
including the number of connections of each node and the 
number of pairs of entangled quantum bits (EPR) that are 
prepared at each attacking node. It has been observed that the 
number of these pairs is equal to or greater than the normal limit 
for each normal node.
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TABLE II
THE ENCODING Of THE PREPaRED ENTaNGlED BITS PaIRS

TABLE III
THE quaNTuM aTTaCk BEHavIOR

Additionally, Table 2 illustrates the encoding of the pairs of 
quantum bits (Entangled bits) that are prepared at each attacking 
node with the intention of sending one individual from each pair 
to the neighboring nodes to which it is connected.

For ease of work, the entanglement pair between two nodes 
was encoded with a symbol containing the node number and 
the qubit number. For example, there are 3 qubits generated 
between node 7 and node 3, and therefore the encoding of these 
qubits was as follows: |7030>, |7131>, |7232>. Where 7, and 3 
represent the number of the two nodes, while 0, 1, 2 represent 
three different qubits, and so on for the rest of the symbols.

Moreover, Table 3 reflects the behavior of the quantum 
attack, listing the details of the connection establishment 
request packets when the scenario is run for five minutes. 
This table shows the stability of the packet type, represented 
by "q-SYN". Additionally, during each second, each deceptive 
node sends packets containing its identifier and one member of 
the pairs of the prepared entangled bits for all connected nodes 
simultaneously.

However, when the coherence time ends, the deceptive 
nodes continue to resend packets in the same way. This action 
occupies the communication channels of all connected nodes 
and consumes quantum memories by keeping the entanglement 
process incomplete. This incomplete half-quantum 
communication disrupts the measurement process and prevents 
then normal nodes from using quantum channels or memories 
for other quantum communications, ultimately causing network 
disruption.

Furthermore, Fig. 10 provides a clearer explanation of the 
requests that are transmitted from every malicious node to the 
nodes that are adjacent to it.

C. Third case: There is an attack on the network and the 
firewall has been activated.

The presence of the firewall in this case mitigates the impact 
of the DDoS attack, as it examines the received quantum 
packets (qTCP) and takes countermeasures against the attack. 
The results of activating the quantum firewall on quantum 
devices are shown in Table 4. It is clear from this table that 
the rules applied to the packets allow the quantum packets 
to be received and passed to the node to conduct quantum 
communication between the nodes only twice (as a threshold). 
Accordingly, the quantum firewall prevents nodes from 
receiving any packets belonging to a specific node when these 

Deceptive  
Nodes

Connections EPRs

1 3 9 
5 3 9 
7 2 6

First coherent time
Deceptive 

Nodes 1 5 7

(q-SYN,|00>,1) (q-SYN,|40>,5) (q-SYN,|30>,7)
(q-SYN,|01>,1) (q-SYN,|41>,5) (q-SYN,|31>,7)
(q-SYN,|02>,1) (q-SYN,|42>,5) (q-SYN,|32>,7)

Request 
Packets

(q-SYN,|20>,1) (q-SYN,|60>,5) (q-SYN,|90>,7)
(q-SYN,|21>,1) (q-SYN,|61>,5) (q-SYN,|91>,7)
(q-SYN,|22>,1) (q-SYN,|62>,5) (q-SYN,|92>,7)
(q-SYN,|40>,1) (q-SYN,|90>,5)
(q-SYN,|41>,1) (q-SYN,|91>,5)
(q-SYN,|42>,1) (q-SYN,|92>,5)

Second coherent time
Deceptive 

Nodes 1 5 7

Request 
Packets

(q-SYN,|00>,1) (q-SYN,|40>,5) (q-SYN,|30>,7)
(q-SYN,|01>,1) (q-SYN,|41>,5) (q-SYN,|31>,7)

Deceptive 
Nodes

Neighboring Nodes EPRs Encoding

0 |1000>, |1101>, |1202> 

1 2 |1320>, |1421>, |1522> 

4 |1640>, |1741>, |1842>

4 |5040>, |5141>, |5242>

5 6 |5360>, |5461>, |5562>

9 |5690>, |5791>, |5892>

7
3 |7030>, |7131>, |7232>

9 |7390>, |7491>, |7592>

Fig. 10. q-SYN Requests Sent from Malicious Node to Its Neighboring 
Nodes

TABLE I
THE COuNT Of CONNECTIONS aND EPRS GENERaTED By DECEITful NODES

(q-SYN,|02>,1) (q-SYN,|42>,5) (q-SYN,|32>,7)
(q-SYN,|20>,1) (q-SYN,|60>,5) (q-SYN,|90>,7)
(q-SYN,|21>,1) (q-SYN,|61>,5) (q-SYN,|91>,7)
(q-SYN,|22>,1) (q-SYN,|62>,5) (q-SYN,|92>,7)
(q-SYN,|40>,1) (q-SYN,|90>,5)
(q-SYN,|41>,1) (q-SYN,|91>,5)
(q-SYN,|42>,1) (q-SYN,|92>,5)

...
Last coherent time

Deceptive 
Nodes 1 5 7

(q-SYN,|00>,1) (q-SYN,|40>,5) (q-SYN,|30>,7)
(q-SYN,|01>,1) (q-SYN,|41>,5) (q-SYN,|31>,7)
(q-SYN,|02>,1) (q-SYN,|42>,5) (q-SYN,|32>,7)

Request 
Packets

(q-SYN,|20>,1) (q-SYN,|60>,5) (q-SYN,|90>,7)
(q-SYN,|21>,1) (q-SYN,|61>,5) (q-SYN,|91>,7)
(q-SYN,|22>,1) (q-SYN,|62>,5) (q-SYN,|92>,7)
(q-SYN,|40>,1) (q-SYN,|90>,5)
(q-SYN,|41>,1) (q-SYN,|91>,5)
(q-SYN,|42>,1) (q-SYN,|92>,5)
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TABLE IV
THE quaNTuM fIREwall BEHavIOR

Deceptive 
Nodes 1 5 7

Adjacent 
Nodes 0 4 3

Request 
Packets

(q-SYN,|00>,1) (q-SYN,|40>,5) (q-SYN,|30>,7)
(q-SYN,|01>,1) (q-SYN,|41>,5) (q-SYN,|31>,7)
(q-SYN,|02>,1) (q-SYN,|42>,5) (q-SYN,|32>,7)

Coherent 
Time 1 2 More than 2

Count 
Action Allow Allow Deny

requests are repeated twice or more than that immediately after 
the coherence time expires. That is, when the coherence time 
ends and deceptive nodes re-send the same packets every time, 
the firewall in this case will prevent receiving any packets 
coming from these deceptive nodes.

Finally, the firewall effectively decreased the number of 
requests being sent to the quantum nodes, resulting in maintain 
the availability of the quantum network.

V . CONCLUSION

This work has clarified two aspects of the quantum network. 
Firstly, it showed a method of attacking the network by 
employing the quantum TCP-three-way handshake connections. 
The other aspect was to defend against this attack or mitigate 
it by proposing and implementing a quantum firewall. From 
this work, we can conclude that according to quantum laws, the 
attack cannot be from outside the network due to the agreements 
prepared in advance in order to create quantum entanglement 
between quantum devices. Additionally, we can say that the 
quantum attack has an impact on the availability of the network, 
as each node performs an attack, it affects the quantum channels 
and memories in every node connected to it. This consumption of 
quantum bits prepared to create quantum links with other nodes 
causes the network to stop working as this action continues on 
all devices in the network.

Finally, when implementing a security method, it can be 
concluded that it can mitigate the impact of the attack and 
maintain availability. The firewall mainly depends on the ID 
of each quantum node as well as the coherence time of the 
quantum memories.
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Abstract—In recent years, the proliferation of cloud-native 
technology enablers, such as microservice deployment and 
management with Kubernetes, have presented new challenges for 
telecommunications service providers. Strict data transmission 
requirements have emerged in various areas, such as immediate 
interventions in intelligent transportation, video conferencing, 
etc. With the advent of 5G networks, this demand can also be 
fulfilled thanks to an innovative technology called Network 
Slicing. In terms of its operation, we can separate networks into 
individual segments to continuously satisfy the desired service 
requirements. However, packet processing on top of Kubernetes 
may need to be changed to support the emerging number 
of microservices during slicing. This is where the Extended 
Berkeley Packet Filter (eBPF) comes into the picture to boost 
the capacity of data centers and keep service guarantees. This 
paper presents how eBPF can support network slicing through 
its performance evaluation in a Kubernetes environment.
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I.  Introduction

Implementing end-to-end (E2E) network slicing is still 
a heavily researched problem in the telco industry. It is 
impossible to properly fulfill E2E network slicing requirements 
if one segment or domain of the network does not deal with 
service guarantees. For example, if the core network part of 
the E2E network slice instance has proper resource assignment 
and implementation, other network parts have to act similarly. 
Radio, transport, and data center networking must also be 
prepared for network slicing requirements. The end-to-
end network slicing concept is depicted in Figure 1. All the 
network function elements are considered to run in the cloud 
environment.

In this work, we focus on data center networking, especially 
Kubernetes-based packet processing solutions, and whether 
or not they can ensure a particular service level that requires 
low latency and a guaranteed throughput during packet 
traversal. In the fifth-generation mobile network standards, 
communication with these constraints is called Ultra-reliable 
Low-latency Communication service (URLLC) [1]. We 
assume that the number of microservices (Kubernetes Services) 
will be continuously increasing (due to autoscaling, edge 

deployments, and further radio cloudification and decoupling 
[2] [3] [4] [5]), so we examine how this will affect network 
Key Performance Indicators (KPI) considering throughput 
and latency. We evaluate this on two test environments: the 
traditional Kubernetes packet processing method kube-proxy-
based on the top of iptables and the extended Berkley Packet 
Filter (eBPF) [6] using the Cilium Container Networking 
Interface (CNI) [7] in the context of network slicing.

eBPF is powerful because it makes the Linux operating 
system programmable without modifying the kernel's source 
code or writing a new kernel module. Consequently, it also 
solves the complication of developing a monolithic Kernel, 
which saves much time when adding new features to the OS 
core. Furthermore, it provides an alternative to low-performed 
Netfilter-based packet processing. This is why Kubernetes 
has started to utilize eBPF in CNIs, which are responsible for 
Kubernetes' internal and external networking. This includes 
interface and IP address management and packet processing 
mechanisms. There are two CNIs publicly available that 
implement eBPF-based networking: Cilium and Calico [9]. 
Our test system relies on the Cilium-based solution.

This paper is organized as follows: Section II gives a 
technological introduction to iptables and eBPF. Then, 
Section III covers the most crucial technological background 
of Kubernetes and Cilium. The related work is presented in 
Section IV. The testbed details are explained in Section V, 
while measurement results are elaborated in Section VI. 
Conclusion and future work are drawn in Sections VII and 
VIII, respectively.

II.  Background behind iptables and Extended 
Berkeley Packet Filter

Although in the Linux world, packet processing/filtering 
technologies are already available (such as nftables [10]), 
which can enhance the traditional Netfilter based approach, 
in Kubernetes, the iptables is still the most widely used 
option. It is developed under the Netfilter project [11], which 
consists of community-driven collaboratives. It is built up with  

Figure 1 – End-to-end network slicing concept [8]
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I. INTRODUCTION  
Implementing end-to-end (E2E) network slicing is still a 

heavily researched problem in the telco industry. It is 
impossible to properly fulfill E2E network slicing 
requirements if one segment or domain of the network does 
not deal with service guarantees. For example, if the core 
network part of the E2E network slice instance has proper 
resource assignment and implementation, other network parts 
have to act similarly. Radio, transport, and data center 
networking must also be prepared for network slicing 
requirements. The end-to-end network slicing concept is 
depicted in Figure 1. All the network function elements are 
considered to run in the cloud environment.  

In this work, we focus on data center networking, 
especially Kubernetes-based packet processing solutions, and 
whether or not they can ensure a particular service level that 
requires low latency and a guaranteed throughput during 
packet traversal. In the fifth-generation mobile network 
standards, communication with these constraints is called  
Ultra-reliable Low-latency Communication service 
(URLLC) [1]. We assume that the number of microservices 
(Kubernetes Services) will be continuously increasing (due to 
autoscaling, edge deployments, and further radio 
cloudification and decoupling [2] [3] [4] [5]), so we examine 
how this will affect network Key Performance Indicators 

(KPI) considering throughput and latency. We evaluate this 
on two test environments: the traditional Kubernetes packet 
processing method kube-proxy-based on the top of iptables 
and the extended Berkley Packet Filter (eBPF) [6] using the 
Cilium Container Networking Interface (CNI) [7] in the 
context of network slicing. 
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kernel modules linked to the kernel at runtime, extending the 
monolithic kernel's functionality. The iptables framework 
communicates (Figure 2) with different predefined hookpoints  
of the kernel's protocol stack. These are where the Nework 
Address Translation (NAT), Network Address and Port 
Translation (NAPT), packet filtering, and other packet 
manipulation procedures take place:

• NF_IP_PRE_ROUTING: This is where the 
incoming traffic directly enters the kernel stack. 
There isn't any routing processing at this point.

• NF_IP_LOCAL_IN: The routing procedures 
have already been done, and the packet has been 
forwarded to the local host.

• NF_IP_FORWARD: This is the same as the 
previous case, except that the packet is destined 
for a remote host.

• NF_IP_LOCAL_OUT: The traffic is locally 
generated and destined to a remote host

• NF_IP_POST_ROUTING: Packet processing 
procedures after routing

The iptables consists of rules, which contain targets. If 
a rule is evaluated, then the target is the action that needs to 
be executed (e.g., ACCEPT, DROP, RETURN, REJECT). 
Rules are part of chains that have two types: built-in (by the 
Linux OS) and custom (such as Kubernetes CNI-defined 
ones). The built-in chains are triggered by the abovementioned 
hookpoints respectively: PREROUTING (NF_IP_PRE_
ROUTING), INPUT (NF_IP_LOCAL_IN), FORWARD 
(NF_IP_FORWARD), OUTPUT (NF_IP_LOCAL_OUT), 
POSTROUTING (NF_IP_POST_ROUTING).

The chains are located in tables. They are separated 
according to their appropriate functionality. For this reason, 
we can differentiate between Filter, NAT, Mangle, Raw, and 
Security tables. In the Filter table, the decision is made on 
whether the packet should enter or leave the network. The 
NAT rules can be found in the NAT table, as its name implies. 
The Mangle table contains packet manipulation rules. For 
configuration exemptions, where you do not want certain traffic 

to be tracked, you use the Raw table. It is designed to set a mark 
(NOTRACK) on a packet that has not wished to be tracked. For 
stricter access management, some Linux distributions include 
the security table. In order to achieve this, a mandatory access 
control (MAC) has been implemented.

When the packet processing takes place, in the background 
the appropriate chain is selected within the table. Also, the 
desired rule should be applied in that chain. The problem 
occurs during the lookup phase. The table elements are 
not indexed; hence, the selection mechanism is sequential. 
At a small number of entries, it won't cause any problems. 
However, this number could be a significantly larger value 
in a production environment. In this case, we will experience 
substantial performance degradation in the packet processing. 
It could seriously harm SLA attributes, such as throughput and 
latency. That's why it is essential to develop a better solution 
that can enhance processing performance and help meet the 
requirements of URLLC communication.

Two well-known alternatives can boost packet processing: 
Vector Packet Processor (VPP) [12] and extended Berkeley 
Packet Filter (eBPF). The former solution implements a 
network stack, bypassing the Linux kernel. The essence 
here is that a new approach is being introduced to handling 
incoming traffic. The traditional Linux kernel-based solution 
is scalar processing, which typically processes one packet at 
a time. In contrast, at VPP, multiple packets are processed by 
their own network stack. These groups of packets are called 
vectors. In Kubernetes, the Calico CNI [9] is an example of its 
implementation. We do not go beyond this solution further, as 
our scope only focuses on eBPF.

In eBPF, we use eBPF programs to be loaded into the kernel 
from userspace (Figure 3). They are written in C language, but 
multiple development libraries can provide higher abstraction 
language levels, like bcc [13], libbpf [14], and eBPF Go[15]. 
Depending on the type of library, it uses a clang or Low Level 
Virtual Machine (LLVM) compiler to produce the so-called 
bytecodes from the source code. These are CPU-independent 
instruction sets translated by a Just-in- Time (JIT) compiler into 
machine-specific instruction sets. This way, we can optimize 

Figure 2 – The iptables packet processing in a nutshell

Figure 3 – eBPF execution flow
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the execution speed of the program using a natively compiled 
kernel code or a kernel module codebase. At a higher level 
abstraction, we can say that a virtual machine is practically 
embedded into the Linux kernel, where these eBPF programs 
run. They can be injected and executed on any level of the 
protocol stack. These are actually hookpoints, where certain 
events trigger the program execution. There can be many 
hookpoints, like kernel functions (kprobes) or user functions 
(uprobes) execution, system calls, or any tracepoints at the 
kernel. Also, eBPF programs can be attached to network 
interfaces or sockets as well (the latter two examples will be 
important in eBPF-based networking at Cilium). That's the 
key because, with this approach, we can extend the kernel's 
functionality without kernel source code modification or any 
usage of kernel modules. Additional functionalities, such as 
verification (depicted in Figure 3). improve and secure the 
execution compared to pure kernel modules, where there is 
no built-in and easy protection against, e.g., kernel panic. 
Before we get into the details of how eBPF can enhance packet 
processing in a Kubernetes environment, we introduce the 
related works that describe the most important eBPF use cases.

III.  Relevant parts of Kubernetes and Extended 
Berkeley Packet Filter

One of the most essential parts of our proposed testing 
environment is the Kubernetes integration of Cilium CNI, 
where our measurement results were gathered, depicted 
in Figure 4. It can leverage both iptables and eBPF-based 
networking to the whole cluster, where the Master and Worker 
nodes are located. The Master node is the control plane of 
Kubernetes. That is the component that involves the resource 
database (etcd) and the reconciliation loop mechanism (kube-
controller manager), which controls the entire operation of the 
cluster. The API endpoint (apiserver) can also be found here, 
providing the cluster with reachability via HTTPS. What's 
more, the scheduling of workload resources (kube-scheduler) 
is also specified here. The Worker node provides the cluster's 
data plane. There, we could find the workloads that accomplish 
the desired services to be up and running.

So far, all the cluster functionalities we mentioned have 
been implemented in Kubernetes' smallest unit, called the pod. 
Most of the time, a pod realizes a single container, but there can 
be a case when more than one container is embedded in a pod 

Figure 4 – High level architecture of Kubernetes with Cilium CNI

Figure 5 – iptables and eBPF-based Cilium data path [7]

(e.g., a sidecar container, which receives the traffic, and there is 
another database container for information storage).

In both nodes, an entity should redirect control/data traffic to 
the desired endpoint (i.e., pod). That is where the kube- proxy 
comes into the picture. In most Kubernetes CNI solutions, 
iptables is used for packet processing. The kube-proxy's task 
is handling the appropriate chains, rules, and targets for traffic 
routing and manipulation. We aim to enhance packet processing 
performance by replacing iptables and hence, the kube-proxy.

eBPF also facilitates kernel programmability in Kubernetes 
[16]. Since there is only one kernel on a host, any application 
running in a container within a pod (in Kubernetes) must use 
the kernel whenever it requests access to hardware, manages 
files, or receives network messages. Regardless of the 
number of pods deployed on a machine, the kernel is always 
involved, whether we are talking about Bare Metal or a virtual 
machine. Containers do not have their own kernel; they use 
the existing kernel on the host machine. Thus, with proper 
eBPF instrumentation in the kernel, an agent can monitor all 
activities in the user space across all applications or cloud-
native functions (micro-services). This enables complex eBPF 
tools to gain comprehensive observability across the entire 
node, providing deep insights into the cluster.

The two data paths that are associated with our experiment are 
shown in Figure 5. As a CNI, Cilium can deal with incoming 
traffic from the network interface of a Kubernetes Worker node 
or another Pod. Furthermore, the traffic destination can also be 
a Pod or the network interface of the Kubernetes Worker node. 
All the traffic goes through various iptables chains. The orange 
chains represent the default iptables chains; the blue ones are 
the Kubernetes-added ones. Cilium defines its own chains, 
depicted in purple.
The PREROUTING chain in Figure 5 is responsible for 
classifying whether traffic is local or must be forwarded. 
KUBE-SERVICES chains manage Kubernetes Services.

As shown in Figure 5, the many iptables chains on the data 
path can cause processing overhead and increased latency. 
This is where eBPF comes into the picture to circumvent issues 
with multiple iptables chains. An eBPF program can be loaded 
into the kernel to intercept traffic before the iptables-based 
processing starts. The hookpoint where the eBPF program is 
attached is called Traffic Control (TC). For incoming traffic, it 
is located before the PREROUTING, and for outgoing traffic, 
it can be found after the POSTROUTING chain. All of these 
mean that the eBPF- based solution intends to replace kube-
proxy in Worker nodes that utilize iptables.
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IV.  Related Works

eBPF can be used in many application fields related to 
security, observability, or performance enhancement scenarios. 
A summarization of the related papers is depicted in Figure 6.

Regarding observability, eBPF can be used to monitor 
certain events. Attaching the written eBPF code to the 
appropriate hookpoints of the Linux kernel can trigger these 
eBPF programs to collect analytical traffic stream data. David 
Soldani et al. [17] used this approach to estimate cloud-
native functions' energy consumption and derive performance 
counters and gauges for transport networks, 5G applications, 
and non-access stratum protocols. Furthermore, Abderaouf 
Khichane et al. [18] [19] have found a more profound way of 
measuring the behavior of a network function or protocol. Also, 
they could identify potential bottlenecks and SLA violations 
more accurately. Carmine Scarpitta et al. [20] describe a 
high-performance solution for end-to-end delay monitoring 
for SRv6-based networks. It leverages the Simple Two-way 
Active Measurement Protocol (STAMP) [21] to monitor the 
delay between two nodes called STAMP Session-Sender and 
Session-Reflector. The monitoring is implemented with eBPF 
programs.

Packet filtering mechanisms could be achieved more 
efficiently, like in the abovementioned paper by David Soldani 
et al. [17], where they detected and responded to unauthorized 
access to cloud-native resources in real time using eBPF. 
Dominik Scholz et al. [22] give a brief overview of analyzing 
the performance of eXpress Data Path (XDP), the lowest level 
before the network stack. They used for installing application-
specific packet filtering configurations acting on the socket 
level. It is implemented with eBPF programs that are attached 
to the XDP hookpoint. It is well applicable for DoS prevention. 
Their case studies focus on performance aspects. Their packet 
filtering approach with eBPF doesn't have as much engineering 
cost. The performance losses are below 20%, while security is 
improved through better isolation between applications.

Attaching eBPF programs to the Linux kernel's protocol 
stack could also enhance the packet processing performance. It 
could be more efficient than the traditional netfiler [8] approach. 

Figure 6 – eBPF use cases by summarized literatures

That's the key point, as our goal was to evaluate performance 
using eBPF technology. Matteo Bertrone et al. [23] describe 
how the acceleration of packet processing can be achieved 
by emulating the iptables filtering semantic with eBPF, using 
Traffic Control (TC) or XDP. Depending on their use cases, 
such as delivering local traffic directly to the output port or 
connection tracking, they configured the data path respectively. 
This firewall solution is called bpf-iptables.

The paper by Sebastiano Miano et al. [24] extends the 
above scope by diving deep into the overall architecture of bpf-
iptables, mentioning additional enhancements that make this 
technology perform better. Nftables [11] is also considered a 
relevant firewall alternative in these measurement scenarios. 
These are similar measurements in that they consider the TC 
hookpoint as we did. However, they only measure throughput, 
and the testbed is not in a cloud- native environment. We will 
also measure the latency and evaluate performance using a 
virtualized network infrastructure. Besides the observability 
aspect, in this previously mentioned approach by Carmine 
Scarpitta et al. [20], they managed to build the monitoring 
system where the eBPF implementation outperforms their 
examined solutions with negligible impact on the forwarding 
capability of the router. It uses XDP hookpoint, which differs 
from our scenario. Also, they only considered the throughput, 
similarly to paper [24].

Jung-Bok Lee et al. [25] implement an eBPF-based load- 
balancer. They also compare the performance of their eBPF- 
based solution to normal iptables, as we did in this paper. They 
developed a containerized high-performance load balancer 
that uses eBPF with the Linux kernel to distribute traffic, 
which can be easily managed via Kubernetes. They conducted 
tests simulating real-world traffic patterns using Internet 
Mix (IMIX) traffic streams. Their experimental results show 
that the proposed load balancer significantly outperforms 
the Destination Network Address Translation-based iptables 
solution, with the performance gap widening as packet size 
decreases. The measurements were conducted in a cloud 
environment, but their scope was only throughput performance 
scenarios, as in the previous papers. Also, they used XDP, 
instead of TC.

Federico Parola et al. show [26] a case study for Multi- 
access Edge Computing (MEC) technology, which is relevant 
in implementing the User Plane Function (UPF) deployed near 
the Radio Access Network (RAN), enabling telcos to provide 
services at close proximity to mobile users. In this scenario, 
high-performance data plane technologies, such as Data 
Plane Development Kit (DPDK) [27], may not be appropriate 
because they require dedicated resources like CPU cores 
and network interfaces. Furthermore, its proprietary drivers 
make it challenging to maintain and integrate DPDK. For this 
reason, they came up with a new idea to implement some of 
the functionalities of Mobile Gateway with eBPF/XDP, such as 
GPRS Tunneling Protocol Handling, QoS Management, Traffic 
Classifying, and Routing. They evaluated this approach with 
different Mobile Gateway data plane technologies like BESS 
[28], OpenvSwitch-DPDK (OvS-DPDK), and OvS-kernel [29]. 
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performance using eBPF technology. Matteo Bertrone et al. 
[23] describe how the acceleration of packet processing can 
be achieved by emulating the iptables filtering semantic with 

eBPF, using Traffic Control (TC) or XDP. Depending on 
their use cases, such as delivering local traffic directly to the 
output port or connection tracking, they configured the data 
path respectively. This firewall solution is called bpf-iptables.  

 The paper by Sebastiano Miano et al. [24] extends the 
above scope by diving deep into the overall architecture of 
bpf-iptables, mentioning additional enhancements that make 
this technology perform better. Nftables [11] is also 
considered a relevant firewall alternative in these 
measurement scenarios. These are similar measurements in 
that they consider the TC hookpoint as we did. However, they 
only measure throughput, and the testbed is not in a cloud-
native environment. We will also measure the latency and 
evaluate performance using a virtualized network 
infrastructure. Besides the observability aspect, in this 
previously mentioned approach by Carmine Scarpitta et al. 
[20], they managed to build the monitoring system where the 
eBPF implementation outperforms their examined solutions 
with negligible impact on the forwarding capability of the 
router. It uses XDP hookpoint, which differs from our 
scenario. Also, they only considered the throughput, similarly 
to paper [24]. 

 Jung-Bok Lee et al. [25] implement an eBPF-based load-
balancer. They also compare the performance of their eBPF-
based solution to normal iptables, as we did in this paper. 
They developed a containerized high-performance load 
balancer that uses eBPF with the Linux kernel to distribute 
traffic, which can be easily managed via Kubernetes. They 
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outperforms the Destination Network Address Translation-
based iptables solution, with the performance gap widening 
as packet size decreases. The measurements were conducted 
in a cloud environment, but their scope was only throughput 
performance scenarios, as in the previous papers. Also, they 
used XDP, instead of TC.  

 Federico Parola et al. show [26] a case study for Multi-
access Edge Computing (MEC) technology, which is relevant 
in implementing the User Plane Function (UPF) deployed 
near the Radio Access Network (RAN), enabling telcos to 
provide services at close proximity to mobile users. In this 
scenario, high-performance data plane technologies, such as 
Data Plane Development Kit (DPDK) [27], may not be 
appropriate because they require dedicated resources like 
CPU cores and network interfaces. Furthermore, its 
proprietary drivers make it challenging to maintain and 
integrate DPDK. For this reason, they came up with a new 
idea to implement some of the functionalities of Mobile 
Gateway with eBPF/XDP, such as GPRS Tunneling Protocol 
Handling, QoS Management, Traffic Classifying, and 
Routing. They evaluated this approach with different Mobile 
Gateway data plane technologies like BESS [28], 
OpenvSwitch-DPDK (OvS-DPDK), and OvS-kernel [29]. 
The results show that eBPF competes with traditional kernel-
bypass technologies. Although some performance 
degradation can be seen in some cases, it is still worth it 
because of higher integration with the kernel and more 
flexible resource usage. They used XDP hook as opposed to 
our case. Likewise, latency wasn't taken into account in these 
performance evaluations. 

Dushyant Behl et al. [30] present a paper about the 
feasibility of eBPF for efficient implementation of network 
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Figure 7 – The high-level testbed design with implementation details

The results show that eBPF competes with traditional kernel- 
bypass technologies. Although some performance degradation 
can be seen in some cases, it is still worth it because of higher 
integration with the kernel and more flexible resource usage. 
They used XDP hook as opposed to our case. Likewise, latency 
wasn't taken into account in these performance evaluations.

Dushyant Behl et al. [30] present a paper about the feasibility 
of eBPF for efficient implementation of network functions. 
They propose an eBPF-based framework to make the usage 
of eBPF CNI-agnostic. Their approach allows for replacing 
existing network functions with independent, eBPF-based 
modules. They were using multiple hookpoints: TC, XDP, and 
socket. We used only the TC hookpoint in our testbed. Also, 
they focused on enhancing the packet processing on the socket 
level by examining the throughput, where they could achieve a 
consistent 50% increase per scenario. There weren't any other 
attributes considered in their approach.

Code reusability is also an issue in the field of eBPF. Federico 
Parola et al. [31] address this problem by using PolyCube [32] 
[33]. PolyCube facilitates the development of efficient, modular, 
and dynamically reconfigurable network functions that run 
within the Linux kernel. This solution significantly improves 
Pod-to-Pod, Pod-to-Service, and Internet-to-Service throughput 
even in multi-node clusters compared to Flannel [21], Calico, 
and Cilium. This is the closest approach to our measurement use 
cases: it is based on Kubernetes, the traffic flow path is similar 
(Pod-to-Service scenario at least), and the eBPF hookpoint is the 
same (TC). They were even replacing the kube-proxy control 
plane element with eBPF programs as we did (they also achieved 
that with Cilium CNI in one of their test cases). However, they 
were scaling the associated pods to the Kubernetes Services not 
the number of Services itself. This is because they were curious 
about the load-balancing performance attributes when using 
eBPF. Also, as we can see in the previous papers, they only 
examined the throughput as a KPI.

V.  The implemented test environments

Based on Section III, we have created two test environments 
(Figure 8 and Figure 9) to study the performance of both 
solutions. The testbeds are built on OpenStack; the high-level 
design can be seen in Figure 7.

A.  General principles of the test environments
The blue line represents the incoming, and the purple line 

shows the outgoing direction of the traffic (Figure 8, Figure 
9). All the traffic originates from the ITGSend module of the 
Distributed Internet Traffic Generator (D-ITG) [34] on the 
client. The traffic is received by ITGRecv module, which is 
embedded in a Kubernetes Pod. There is a dedicated signaling 
port for connection establishment. To expose our D-ITG pod 
outside of the cluster, we need Kubernetes services (actually, 
ClusterIP is an exception because it makes the pod accessible 
only within the cluster). We can choose between ClusterIP, 
NodePort, LoadBalancer, and ExternalName. The latter option 
isn't remarkable for us since it only applies to mapping a 
service to a DNS name. Since the ITGSend module remains 

in the client network, the pod will be accessible through the 
Worker Node's interface with a private IP address. That means 
the NodePort service will be enough as it opens a port on the 
Worker node's interface and redirects the traffic to the pod. Note 
that LoadBalancer is preferred in production. We can use more 
protocols that can flow through it. Moreover, since it exposes 
the pod by acquiring an IP address for the desired service, 
we can make it accessible on the Internet (with a public IP 
address). However, for simplicity, we used NodePorts instead. 
Furthermore, the allocation of IPv4/v6 addresses for many 
services would harden the building of the testbed. The data 
ports were randomized. The maximum number of NodePorts 
is 2767, so when all of the ports were reserved, the remaining 
services were replaced with the type of ClusterIP during the 
service number increase, detailed in Section VI. To preserve the 
client's source IP, we use an annotation in the service definition 
file called externalTrafficPolicy=Local. With this annotation, 
the kube-proxy/eBPF program only proxies requests to local 
endpoints, which means we can avoid SNAT translation to 
node IP during any considered traffic flow.

B.  High-level design
The client and the router VMs were placed in the client 

network created by OpenStack. The Kubernetes cluster – 
including the master and the worker node – was in the data 
center network, which was also created by OpenStack. All 
the elements in the test system (Client, Router, Master, and 
Worker Node) are OpenStack-instantiated virtual machines. 
We installed Ubuntu OS with version 20.04 (5.4.0 Linux kernel 
version) for the VMs. Also, we reserved 20Gb virtual memory 
with 1VCPU (1 core) and 2Gb RAM for the Client and the 
Router. Regarding the Master and Worker node instances, the 
setup was 40Gb memory with 2VCPUs (2 cores) and 4Gb 
RAM. The CPU clock rate was configured with 1500 MHz 
for each setup. There is also a management node to examine 
the system behavior without affecting the measurements, 
represented by orange lines. The black lines show the actual 
traffic path to be measured.
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C. Test environment for kube-proxy (iptables) 
The kube-proxy-based test environment is shown in Figure 8. 
The red rectangles represent the relevant iptables chains 
through which the traffic goes. 
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8. The red rectangles represent the relevant iptables chains 
through which the traffic goes.
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Figure 8 – Test environment #1: iptables-based forwarding

Figure 9 – Test environment #2: eBPF-based forwarding

Figure 10 – Summarized diagram of throughput measurements  
between iptables and eBPF with IPv4

VI.  Measurements descriptions and results

We have examined several aspects of packet processing 
for our evaluation purposes. As we mentioned earlier, every 
measurement uses Kubernetes Services with NodePorts. A port 
number is associated with the node's IP address and will be 

translated to the Pod's IP and port number where you can reach 
the server. This Kubernetes object is responsible for routing 
traffic from the worker node's interface to the Pod handled by 
the kube-proxy/eBPF program. The traffic distribution between 
NodePorts is random. D-ITG is used for traffic generation. The 
test environments introduced in Section IV are applied.

We have continuously increased the number of Kubernetes 
Services to conclude the related bottlenecks of Kubernetes. 
Meanwhile, we evaluated two packet processing methods: 
normal kube-proxy-based (iptables) and eBPF- based.

E.   TCPthroughputmeasurements
We used a relative scale as it is tough to determine maximum 

throughput in a virtualized environment. All the virtual links 
have been limited to 500 Mbps. One hundred measurements 
have been executed in every scenario – with 30-second-long 
TCP streams – where the number of Kubernetes Services is 
increased by 1000 (except from 1 to 1000). Altogether, 1100 
measurements were evaluated overall.

Goal: Concluding the difference between kube-proxy 
(iptables) and eBPF-based packet processing in the case of 
IPv4 and IPv6 and within the context of throughput behavior.

Measurement results: From the data point of view, we 
highlight the standard deviation (Table 1) as there is no 
significant difference between the minimum, maximum, 
average, and median values. These values are also represented 
in Figure 10 and Figure 12, showcasing a different perspective 
on the measurement data.

TABLE I
eBPf-BaSED THROuGHPuT STaNDaRD DEvIaTION RaTIOS COMPaRED TO 

IPTaBlES-BaSED IN THE CaSE Of IPv4 aND IPv6
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D. Test environment for eBPF 
The eBPF-based test environment is depicted in Figure 9. 

The green rectangle shows the hook points where the eBPF 
program is attached. This means that after the packet arrives 
at the node interface, the eBPF program is triggered, and the 
packet processing and forwarding continue without iptables 
interaction. 
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Number of 
Kubernetes 

Services 

Standard deviation 
ratio (IPv4) 

Standard deviation 
ratio (IPv6) 

1 0.20 0.85 
1000 1.01 0.78 
2000 1.07 0.95 
3000 1.41 1.22 
4000 0.93 0.56 
5000 3.05 1.33 
6000 0.92 1.20 
7000 0.68 0.74 
8000 0.91 0.56 
9000 0.67 1.07 

10000 0.67 0.88 
Table 1 – eBPF-based throughput standard deviation 

ratios compared to iptables-based in the case of IPv4 and 
IPv6 

0.00

0.50

1.00

1.50

2.00

2.50

3.00

3.50

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

Ra
tio

 o
f e

BP
F 

an
d 

Ip
ta

bl
es

-b
as

ed
 s

ol
tu

tio
ns

Number of Kubernetes Services

MIN Median AVG MAX STDEV
 

Figure 10 – Summarized diagram of throughput 
measurements between iptables and eBPF with IPv4  
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Figure 10 – Summarized diagram of throughput 
measurements between iptables and eBPF with IPv4  
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Figure 10 – Summarized diagram of throughput 
measurements between iptables and eBPF with IPv4  
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Figure 10 – Summarized diagram of throughput 
measurements between iptables and eBPF with IPv4  
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Figure 11 – Summarized diagram of throughput measurements between 
iptables and eBPF with IPv6

Figure 12 – Summarized diagram of delay measurements between 
iptables and eBPF with IPv4

Figure 13 – Summarized diagram of delay measurements between 
iptables and eBPF with IPv6

TABLE II
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TABLE III
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Figure 11 – Summarized diagram of throughput 
measurements between iptables and eBPF with IPv6 

Conclusion: In the case of a high number of Kubernetes 
Services, the standard deviation of throughput is lower when 
eBPF is used in most cases. IPv6-based throughput values are 
more stable compared to IPv4 in both approaches, as the 
standard deviation of the eBPF to iptables ratio is lower.  

F. Latency measurements 
We also use a relative scale, just as we did in the case of 

throughput measurements. UDP traffic originated 100 times 
in every scenario with a 30-second-long flow, with the same 
service scaling as in the throughput measurements. This 
means 1100 measurements were in summary. 

Goal: Concluding the difference between kube-proxy 
(iptables) and eBPF-based packet processing in the case of 
IPv4 and IPv6 within the context of latency behavior. 

Measurement results: From the data point of view, we 
highlight the maximum and standard deviation (Table 2, 
Table 3) as there is no significant difference between 
minimum, average, and median values. The data is also 
represented in the graphs of Figure 12 and Figure 13. 

Number of 
Kubernetes 

Services 
Maximum Standard deviation ratio 

1 1.10 1.82 
1000 1.21 1.91 
2000 1.17 1.15 
3000 1.18 1.49 
4000 0.86 0.62 
5000 0.90 0.47 
6000 1.13 1.22 
7000 0.80 0.50 
8000 1.04 1.08 
9000 0.91 0.54 

10000 0.84 0.40 
Table 2 – eBPF-based latency maximum and standard 

deviation ratio compared to iptables-based in the case of 
IPv4 

Number of 
Kubernetes 

Services 
Maximum Standard deviation ratio 

1 1.08 1.01 
1000 0.92 0.93 
2000 0.95 0.93 
3000 0.91 0.94 
4000 0.86 0.87 
5000 1.16 1.57 
6000 1.05 1.00 
7000 1.18 0.98 
8000 0.65 0.74 
9000 1.09 1.26 

10000 0.87 0.82 
Table 3 – eBPF-based latency maximum and standard 

deviation ratio compared to iptables-based in the case of 
IPv6 

0.00

0.20

0.40

0.60

0.80

1.00

1.20

1.40

1.60

1.80

2.00

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

Ra
tio

 o
f e

BP
F 

an
d 

Ip
ta

bl
es

-b
as

ed
 s

ol
ut

io
n

Number of Kubernetes Services

MIN Median AVG MAX STDEV
 

Figure 12 – Summarized diagram of delay 
measurements between iptables and eBPF with IPv4 
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Figure 13 – Summarized diagram of delay 
measurements between iptables and eBPF with IPv6 

Conclusion: The maximum latency values are higher for 
fewer Kubernetes services when using eBPF over IPv4. 
However, for IPv6 traffic, eBPF performs better in the case 
of fewer Kubernetes Services. 
The standard deviation of latency for eBFP over IPv4 is lower 
in the case of 5 out of 11 scenarios. However, the greater the 
number of Kubernetes services used, the lower the standard 
deviation trend-wise in the case of eBPF. For IPv6, the 
standard deviation tends to be lower for eBPF with fewer 
Kubernetes services. However, this is not so significant 
compared to the IPv4 cases. Overall, IPv6 latency is more 
stable than IPv4 from the standard deviation point of view as 
the fluctuation of the values is lower. 

G. Measurements conclusion 
Generally, we can say that the eBPF-based solutions are 

more "stable" as the standard deviation is lower. 
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Figure 11 – Summarized diagram of throughput 
measurements between iptables and eBPF with IPv6 

Conclusion: In the case of a high number of Kubernetes 
Services, the standard deviation of throughput is lower when 
eBPF is used in most cases. IPv6-based throughput values are 
more stable compared to IPv4 in both approaches, as the 
standard deviation of the eBPF to iptables ratio is lower.  

F. Latency measurements 
We also use a relative scale, just as we did in the case of 

throughput measurements. UDP traffic originated 100 times 
in every scenario with a 30-second-long flow, with the same 
service scaling as in the throughput measurements. This 
means 1100 measurements were in summary. 

Goal: Concluding the difference between kube-proxy 
(iptables) and eBPF-based packet processing in the case of 
IPv4 and IPv6 within the context of latency behavior. 

Measurement results: From the data point of view, we 
highlight the maximum and standard deviation (Table 2, 
Table 3) as there is no significant difference between 
minimum, average, and median values. The data is also 
represented in the graphs of Figure 12 and Figure 13. 

Number of 
Kubernetes 
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Maximum Standard deviation ratio 
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1000 1.21 1.91 
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4000 0.86 0.62 
5000 0.90 0.47 
6000 1.13 1.22 
7000 0.80 0.50 
8000 1.04 1.08 
9000 0.91 0.54 

10000 0.84 0.40 
Table 2 – eBPF-based latency maximum and standard 

deviation ratio compared to iptables-based in the case of 
IPv4 
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1000 0.92 0.93 
2000 0.95 0.93 
3000 0.91 0.94 
4000 0.86 0.87 
5000 1.16 1.57 
6000 1.05 1.00 
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deviation ratio compared to iptables-based in the case of 
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Figure 12 – Summarized diagram of delay 
measurements between iptables and eBPF with IPv4 

0.00

0.20

0.40

0.60

0.80

1.00

1.20

1.40

1.60

1.80

2.00

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

Ra
tio

 o
f e

BP
F 

an
d 

Ip
ta

bl
es

-b
as

ed
 s

ol
ut

io
n

Number of Kubernetes Services

MIN Median AVG MAX STDEV
 

Figure 13 – Summarized diagram of delay 
measurements between iptables and eBPF with IPv6 

Conclusion: The maximum latency values are higher for 
fewer Kubernetes services when using eBPF over IPv4. 
However, for IPv6 traffic, eBPF performs better in the case 
of fewer Kubernetes Services. 
The standard deviation of latency for eBFP over IPv4 is lower 
in the case of 5 out of 11 scenarios. However, the greater the 
number of Kubernetes services used, the lower the standard 
deviation trend-wise in the case of eBPF. For IPv6, the 
standard deviation tends to be lower for eBPF with fewer 
Kubernetes services. However, this is not so significant 
compared to the IPv4 cases. Overall, IPv6 latency is more 
stable than IPv4 from the standard deviation point of view as 
the fluctuation of the values is lower. 

G. Measurements conclusion 
Generally, we can say that the eBPF-based solutions are 

more "stable" as the standard deviation is lower. 

 

 

0.00

0.20

0.40

0.60

0.80

1.00

1.20

1.40

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

Ra
tio

 o
f  

eB
PF

 a
nd

 Ip
ta

bl
es

-b
as

ed
 so

lu
tio

ns

Number of Kubernetes Services

MIN Median AVG MAX STDEV
 

Figure 11 – Summarized diagram of throughput 
measurements between iptables and eBPF with IPv6 

Conclusion: In the case of a high number of Kubernetes 
Services, the standard deviation of throughput is lower when 
eBPF is used in most cases. IPv6-based throughput values are 
more stable compared to IPv4 in both approaches, as the 
standard deviation of the eBPF to iptables ratio is lower.  

F. Latency measurements 
We also use a relative scale, just as we did in the case of 

throughput measurements. UDP traffic originated 100 times 
in every scenario with a 30-second-long flow, with the same 
service scaling as in the throughput measurements. This 
means 1100 measurements were in summary. 

Goal: Concluding the difference between kube-proxy 
(iptables) and eBPF-based packet processing in the case of 
IPv4 and IPv6 within the context of latency behavior. 

Measurement results: From the data point of view, we 
highlight the maximum and standard deviation (Table 2, 
Table 3) as there is no significant difference between 
minimum, average, and median values. The data is also 
represented in the graphs of Figure 12 and Figure 13. 

Number of 
Kubernetes 

Services 
Maximum Standard deviation ratio 

1 1.10 1.82 
1000 1.21 1.91 
2000 1.17 1.15 
3000 1.18 1.49 
4000 0.86 0.62 
5000 0.90 0.47 
6000 1.13 1.22 
7000 0.80 0.50 
8000 1.04 1.08 
9000 0.91 0.54 

10000 0.84 0.40 
Table 2 – eBPF-based latency maximum and standard 

deviation ratio compared to iptables-based in the case of 
IPv4 

Number of 
Kubernetes 

Services 
Maximum Standard deviation ratio 

1 1.08 1.01 
1000 0.92 0.93 
2000 0.95 0.93 
3000 0.91 0.94 
4000 0.86 0.87 
5000 1.16 1.57 
6000 1.05 1.00 
7000 1.18 0.98 
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Table 3 – eBPF-based latency maximum and standard 

deviation ratio compared to iptables-based in the case of 
IPv6 
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Figure 12 – Summarized diagram of delay 
measurements between iptables and eBPF with IPv4 
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Figure 13 – Summarized diagram of delay 
measurements between iptables and eBPF with IPv6 

Conclusion: The maximum latency values are higher for 
fewer Kubernetes services when using eBPF over IPv4. 
However, for IPv6 traffic, eBPF performs better in the case 
of fewer Kubernetes Services. 
The standard deviation of latency for eBFP over IPv4 is lower 
in the case of 5 out of 11 scenarios. However, the greater the 
number of Kubernetes services used, the lower the standard 
deviation trend-wise in the case of eBPF. For IPv6, the 
standard deviation tends to be lower for eBPF with fewer 
Kubernetes services. However, this is not so significant 
compared to the IPv4 cases. Overall, IPv6 latency is more 
stable than IPv4 from the standard deviation point of view as 
the fluctuation of the values is lower. 

G. Measurements conclusion 
Generally, we can say that the eBPF-based solutions are 

more "stable" as the standard deviation is lower. 
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Figure 11 – Summarized diagram of throughput 
measurements between iptables and eBPF with IPv6 

Conclusion: In the case of a high number of Kubernetes 
Services, the standard deviation of throughput is lower when 
eBPF is used in most cases. IPv6-based throughput values are 
more stable compared to IPv4 in both approaches, as the 
standard deviation of the eBPF to iptables ratio is lower.  

F. Latency measurements 
We also use a relative scale, just as we did in the case of 

throughput measurements. UDP traffic originated 100 times 
in every scenario with a 30-second-long flow, with the same 
service scaling as in the throughput measurements. This 
means 1100 measurements were in summary. 

Goal: Concluding the difference between kube-proxy 
(iptables) and eBPF-based packet processing in the case of 
IPv4 and IPv6 within the context of latency behavior. 

Measurement results: From the data point of view, we 
highlight the maximum and standard deviation (Table 2, 
Table 3) as there is no significant difference between 
minimum, average, and median values. The data is also 
represented in the graphs of Figure 12 and Figure 13. 

Number of 
Kubernetes 

Services 
Maximum Standard deviation ratio 

1 1.10 1.82 
1000 1.21 1.91 
2000 1.17 1.15 
3000 1.18 1.49 
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5000 0.90 0.47 
6000 1.13 1.22 
7000 0.80 0.50 
8000 1.04 1.08 
9000 0.91 0.54 

10000 0.84 0.40 
Table 2 – eBPF-based latency maximum and standard 

deviation ratio compared to iptables-based in the case of 
IPv4 

Number of 
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1 1.08 1.01 
1000 0.92 0.93 
2000 0.95 0.93 
3000 0.91 0.94 
4000 0.86 0.87 
5000 1.16 1.57 
6000 1.05 1.00 
7000 1.18 0.98 
8000 0.65 0.74 
9000 1.09 1.26 

10000 0.87 0.82 
Table 3 – eBPF-based latency maximum and standard 

deviation ratio compared to iptables-based in the case of 
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Figure 12 – Summarized diagram of delay 
measurements between iptables and eBPF with IPv4 
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Figure 13 – Summarized diagram of delay 
measurements between iptables and eBPF with IPv6 

Conclusion: The maximum latency values are higher for 
fewer Kubernetes services when using eBPF over IPv4. 
However, for IPv6 traffic, eBPF performs better in the case 
of fewer Kubernetes Services. 
The standard deviation of latency for eBFP over IPv4 is lower 
in the case of 5 out of 11 scenarios. However, the greater the 
number of Kubernetes services used, the lower the standard 
deviation trend-wise in the case of eBPF. For IPv6, the 
standard deviation tends to be lower for eBPF with fewer 
Kubernetes services. However, this is not so significant 
compared to the IPv4 cases. Overall, IPv6 latency is more 
stable than IPv4 from the standard deviation point of view as 
the fluctuation of the values is lower. 

G. Measurements conclusion 
Generally, we can say that the eBPF-based solutions are 

more "stable" as the standard deviation is lower. 
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Figure 11 – Summarized diagram of throughput 
measurements between iptables and eBPF with IPv6 

Conclusion: In the case of a high number of Kubernetes 
Services, the standard deviation of throughput is lower when 
eBPF is used in most cases. IPv6-based throughput values are 
more stable compared to IPv4 in both approaches, as the 
standard deviation of the eBPF to iptables ratio is lower.  

F. Latency measurements 
We also use a relative scale, just as we did in the case of 

throughput measurements. UDP traffic originated 100 times 
in every scenario with a 30-second-long flow, with the same 
service scaling as in the throughput measurements. This 
means 1100 measurements were in summary. 

Goal: Concluding the difference between kube-proxy 
(iptables) and eBPF-based packet processing in the case of 
IPv4 and IPv6 within the context of latency behavior. 

Measurement results: From the data point of view, we 
highlight the maximum and standard deviation (Table 2, 
Table 3) as there is no significant difference between 
minimum, average, and median values. The data is also 
represented in the graphs of Figure 12 and Figure 13. 

Number of 
Kubernetes 
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Table 2 – eBPF-based latency maximum and standard 

deviation ratio compared to iptables-based in the case of 
IPv4 
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4000 0.86 0.87 
5000 1.16 1.57 
6000 1.05 1.00 
7000 1.18 0.98 
8000 0.65 0.74 
9000 1.09 1.26 

10000 0.87 0.82 
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deviation ratio compared to iptables-based in the case of 
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Figure 12 – Summarized diagram of delay 
measurements between iptables and eBPF with IPv4 
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Figure 13 – Summarized diagram of delay 
measurements between iptables and eBPF with IPv6 

Conclusion: The maximum latency values are higher for 
fewer Kubernetes services when using eBPF over IPv4. 
However, for IPv6 traffic, eBPF performs better in the case 
of fewer Kubernetes Services. 
The standard deviation of latency for eBFP over IPv4 is lower 
in the case of 5 out of 11 scenarios. However, the greater the 
number of Kubernetes services used, the lower the standard 
deviation trend-wise in the case of eBPF. For IPv6, the 
standard deviation tends to be lower for eBPF with fewer 
Kubernetes services. However, this is not so significant 
compared to the IPv4 cases. Overall, IPv6 latency is more 
stable than IPv4 from the standard deviation point of view as 
the fluctuation of the values is lower. 

G. Measurements conclusion 
Generally, we can say that the eBPF-based solutions are 

more "stable" as the standard deviation is lower. 

Conclusion: In the case of a high number of Kubernetes 
Services, the standard deviation of throughput is lower when 
eBPF is used in most cases. IPv6-based throughput values 
are more stable compared to IPv4 in both approaches, as the 
standard deviation of the eBPF to iptables ratio is lower.

F.   Latency measurements
We also use a relative scale, just as we did in the case of 

throughput measurements. UDP traffic originated 100 times 
in every scenario with a 30-second-long flow, with the same 
service scaling as in the throughput measurements. This means 
1100 measurements were in summary.

Goal: Concluding the difference between kube-proxy 
(iptables) and eBPF-based packet processing in the case of 
IPv4 and IPv6 within the context of latency behavior.

Measurement results: From the data point of view, we 
highlight the maximum and standard deviation (Table 2, Table 
3) as there is no significant difference between minimum, 
average, and median values. The data is also represented in the 
graphs of Figure 12 and Figure 13.

Conclusion: The maximum latency values are higher 
for fewer Kubernetes services when using eBPF over IPv4. 
However, for IPv6 traffic, eBPF performs better in the case of 
fewer Kubernetes Services.
The standard deviation of latency for eBFP over IPv4 is lower 
in the case of 5 out of 11 scenarios. However, the greater the 
number of Kubernetes services used, the lower the standard 
deviation trend-wise in the case of eBPF. For IPv6, the standard 
deviation tends to be lower for eBPF with fewer Kubernetes 
services. However, this is not so significant compared to the 
IPv4 cases. Overall, IPv6 latency is more stable than IPv4 from 
the standard deviation point of view as the fluctuation of the 
values is lower.
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G.   Measurements conclusion
Generally, we can say that the eBPF-based solutions are 

more "stable" as the standard deviation is lower.

Generally, we can say that, based on the number of 
Kubernetes services, it is worth considering which type of 
Kubernetes packet processing is used because appropriate 
solutions can be suggested for different cases.

This experience can be utilized in URLLC network 
slices. Slicing SLAs always specify how reliably a particular 
parameter has to be kept (e.g., 99.999% of the time). These 
SLA requirements may be maintained better with lower latency 
fluctuation in certain eBPF cases. This can also contribute to 
telecommunication systems' overall software availability, as 
Varga et al. detailed in [35] [36].

Voice over IP services can also consider the results as lower 
jitter can be reached concerning the number of Kubernetes 
services in the telco cloud hardware.

H. Lessons learned
There were several difficulties during the creation of the 

test environment. Firstly, it is essential to differentiate the 
architecture of the measurement tools. As for the iPerf [37], there 
is a client and a server entity, and the connection establishment 
happens at the same port through which the data traffic flows. 
This means that the observed traffic is influenced by the 
signaling messages. In the case of D-ITG, there are dedicated 
ports for signaling and traffic generation, respectively. The 
desired data port we want to use is sent over the control plane 
as a plain-text message. Therefore, the NodePorts to pod's port 
translation won't happen. This means we cannot send traffic 
to the pod. Our solution was to choose the same port for the 
pod's port and the NodePort, so we had to define the NodePort 
to achieve that manually. Furthermore, there were some cases 
when the server was shut down randomly. So, we had to handle 
this and consider it inside the automatized shell script, which 
we used for measurements. Moreover, D-ITG components are 
more separated by their functionalities than iPerf. There are 
several entities present: ITGSend (at the client, it establishes 
the connection and generates the traffic), ITGRecv (at the 
server, it receives the traffic), ITGDec (at the client, it decodes 
the measurement result saved in a config file). Beyond the 
scope of our testbed, other entities can still be used for different 
scenarios, like ITGLog and ITGManager. So, we can see that 
the overall architecture of D-ITG is more complex than that of 
iPerf, which uses a simple point-to-point client-server model. 
Even though it is hard to implement D-ITG measurement in 
a cloud-native environment, this is still a valid solution as it is 
very flexible and has accurate traffic generation [38] [39]. It is 
also important to mention that the most unstable test scenarios 
were the IPv6-based traffic generations, where we used eBPF 
programs for packet processing. There were some cases 
where the traffic generator crashed. Not to mention that the 
higher the throughput was, the more time it took for ITGDec 
to decode the config file. Unfortunately, it is a limitation of 
the D-ITG software, which caused a massive impact on the 

measurement time. Delay measurement test cases took about 
8-9 hours, and for the throughput analysis, it was 16-18 hours. 
All in all, generalizing the applied scripts required continuous 
development and spared much time to be usable. In a cloud 
environment – especially in public clouds – it is impossible 
to fully isolate a particular workload. Background traffic and 
other workloads may affect the measurement system and the 
performance of network functions. This might add an additional 
deviation in the results.

VII.  Conclusion

In this paper, we have shown that there is room for eBPF 
to improve network performance in several use cases of 
Kubernetes-based telco cloud infrastructures. With the help of 
our results, operators can choose the packet processing methods 
that are the most suitable for their usage. With a significant 
service number, the throughput and latency values are more 
stable with IPv4 and eBPF. In IPv6-based measurements, the 
use of eBPF gives more stable results in most of the cases.

eBPF is not just about performance improvements; it is a 
complete framework supporting more straightforward and 
secure software development. Telecommunication networks 
can also benefit from better observability of network functions, 
which supports a variety of fields to be measured, such as 
energy consumption, SLA violation, logging, protocol analysis, 
security, etc. We believe this holistic approach will affect the 
whole telecommunication landscape. Even though there are 
some cases where eBPF does not outperform iptables, the 
application fields and feature sets mentioned above are worth 
the cost.

eBPF can support network slicing itself due to the increased 
observability, which leads to more control over particular 
data paths. Thus, it is easier to fulfill slice availability and 
performance requirements.

VIII.  Future work

The scalability of Kubernetes is crucial, and it is not just 
with Kubernetes services. It is worth examining how many 
Worker Nodes, Ingress controllers, etc., can be safely used by 
telecommunication applications or even in a regular IT cloud. 
As an example, Calico Typha deals also with scalability [40]. 
This pertains to, e.g., regulatory requirements where advanced 
logging is needed, which must also be scalable. In a Kubernetes-
based telco environment, it is worth examining how eBPF can 
solve issues related to networking itself, such as assigning 
multiple interfaces to a pod or eliminating Network Address 
Translation (NAT) by Kubernetes services [41]. Furthermore, 
additional measurement points can be added to identify which 
packet processing section can cause increased volatility.
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Index Terms—Support Vector Machine, Classification, 
Regression, Machine Learning,  Hyperplanes, Kernel Functions 

I. INTRODUCTION 
upport Vector Machine (SV), is one of the simplest and 

most refined classification methods in machine learning. 
Unlike neural networks, SVMs can work with very small 
datasets and are not inclined to overfitting. The SVM is used to 
classify each object by representing points in an N-dimensional 
space and the coordinates of these points, which are usually 
called features. [2] 

SVM perform the classification procedure by drawing a 
hyperplane that is a line in 2 or 3 dimensional in a plane such a 
way that all points of one category are on one side of the 
hyperplane and all points of other categories are on the other 
side. If there are multiple hyperplanes, SVM try to find the one 
that best separate the two categories, in the sense that 
maximizes the distance to points in either category [3-4]. This 
distance called the Margin and all the points fall exactly on the 
margin are called the Supporting Vectors. To find the 
hyperplane in the first place the SVM requires for training set 
or set of points that already labeled with the correct category, 
this is why SVM is said to be supervised learning algorithm. In 
the background SVM solve a convex optimization problem that 
maximize this margin and where constraints say that points for 
each category should be fall in the correct side of the 
hyperplane. [5-6] 

While it’s mainly used for binary classification, SVM can 
also handle multiclass problems by using strategies like one-vs-
all (comparing one class against all others) or one-vs-one 
(building a classifier for each pair of classes [7]. Originally 
presented by Vapnik, SVMs are well-known for their kernel-
based approach to classification and regression tasks [8–10]. In 
data mining, pattern recognition, and machine learning, their 

remarkable generalization capacity, optimal solutions, and 
discriminative power have attracted plenty of attention. 
Originally presented by Vapnik, SVM is well-known for its 
kernel-based method of handling regression and classification 
problems [8–10]. The data mining, pattern recognition, and 
machine learning groups in recent years have shown great 
interest in its exceptional generalization capacities, optimal 
solutions, and discriminative capability [11]. To maximize the 
separation margin in a high-dimensional feature space, SVMs 
optimize decision functions directly from training data [12–18]. 
This strategy not only minimizes training data errors but also 
improves generalization abilities. The support vector machine 
algorithm or SVM it looks at the extremes of the data sets and 
draws a decision boundary also known as a hyperplane near the 
extreme points in the data set so essentially the support vector 
machine algorithm is a frontier which best segregates the two 
classes. [19-20]. 

 

A. SVM Historical Perspective and their Evolution. 
Vladimir Vapnik and Alexey Chervonenkis's landmark 

paper, "A Theory of Learning from General Examples" (1964), 
laid the foundation for statistical learning theory. It emphasized 
minimizing generalization error rather than training error, a 
principle central to SVMs [21]. Vapnik and Boser further 
developed SVMs in their 1992 paper, "Pattern Recognition 
Using an Insensitive Loss Function," where they detailed 
classical SVM algorithms for binary classification and 
introduced the concept of support vectors [22]. The 
development of kernel methods by Christopher J.C. Burges in 
"A Tutorial on Support Vector Machines for Pattern 
Recognition" (1998) enabled SVMs to effectively handle non-
linearly separable data [23]. 

B. Application of SVN 
The late 1990s and early 2000s saw the development of 

robust SVM software libraries like LIBSVM and SMO, making 
them readily accessible to practitioners. This accessibility 
sparked a surge in SVM applications across various fields, 
including [24-25]: 

• Text classification: Spam filtering, sentiment analysis, 
topic modeling. 

• Image classification and object detection: Handwritten 
digit recognition, object detection, image segmentation. 

• Bioinformatics and computational biology: Gene 
classification, protein analysis, disease prediction. 

• Financial forecasting: Stock market prediction, credit 
risk assessment. 
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SVMs, they are more flexible and can handle both linear and 
nonlinear situations well. Even though they have a strong 
theoretical base, they still face problems in the real world, like 
being hard to code and difficult to tune parameters, especially for 
big datasets. Recent improvements, like scalable solvers and 
estimated kernel methods, have made them a lot more useful. This 
essay talks about SVM theory, its main algorithms, and how it is 
used in the real world. It shows how it is used in bioinformatics, 
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margin are called the Supporting Vectors. To find the 
hyperplane in the first place the SVM requires for training set 
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• Healthcare and medical diagnosis
• Cybersecurity and intrusion detection
• Environmental science and climate modeling.

C. SVMs Advantages and Disadvantages [26-28]:
Advantages:
• Particularly successful in high-dimensional 

environments.
• Memory effective: Makes only use of a subset of the 

training points.
• flexible: the kernel method helps here.
• Scalability and efficiency: advances in large-scale 

SVMs and mass dataset handling optimizing techniques.
• Multi-class and multi-label classification stretches 

SVMs beyond binary classification to address intricate 
data structures.

• Designs new kernel functions and investigates adaptive 
kernels automatically that learn from data automatically 
in kernel learning and adaptation.

• This method minimizes generalization error and 
improves performance with fresh data by concentrating 
on margin maximizing and capacity control.

• Robustness: Greater robustness results from larger 
margins lowering susceptibility to data changes or noise.
learning models.

Disadvantages:
• Not appropriate for big datasets: Long training 

times can be problematic.
• Sensitive to kernel and hyperparameter decisions: 

These can greatly affect results.
• Difficult Interpretability: Complicating knowledge 

are complex elements including high-dimensional 
decision limits and kernel modifications.

• Handling big datasets might result in major 
computational expenses and increase training times, 
hence computationally demanding.

• Correct parameter settings define performance; 
inadequate calibration can produce less than ideal 
results.

• Lack probabilistic outcomes: procedures like Platt 
scaling are required for probabilities; SVMs mostly 
produce binary classifications without direct 
probability estimations.

• Understanding complex models is challenging: 
Particularly with nonlinear kernels, intricate 
decision boundaries complicate models for 
interpretation.

• Scalability problems: Memory and computing 
restrictions can make training on very big datasets 
unworkable.

II. RECENT REVIEW ARTICLES AND SURVEYS ON SVMS

Table I. The summary of the Literature Review

Reference Description

[25-28] Introduces machine learning, focusing on supervised learning and SVMs. Explores SVM capabilities, 
applications, and future prospects.

[29] SVM for two-class classification, kernels, and penalty functions, furthermore covering multiclass methods, one-
class SVDD, and Support Vector Regression for handling outliers and non-linear data.

[30-31] Provides an overview of SVM applications, challenges, and emerging trends, highlighting their utility in various 
fields.

[32] Comprehensive review of SVMs, covering fundamental concepts, kernel methods, optimization algorithms, and 
applications.

[33] Surveys SVM applications in bioinformatics, healthcare, finance, image processing, and natural language 
processing.

[34] Focuses on interpretable SVMs, covering techniques like rule extraction, feature importance analysis, and model-
agnostic methods.

[35] Reviews challenges and solutions for large-scale SVM training, including stochastic gradient descent and 
distributed computing.

[36] Explores hybrid models combining SVMs with deep learning to improve performance and address individual 
limitations.

[37] Highlights emerging SVM applications in bioinformatics, healthcare, finance, and natural language processing.
[38] Develops an automated facial expression recognition system using SVM, MLP, and KNN classifiers with HOG 

and PCA for feature extraction.
[39] Examines linear SVM classification, focusing on solvers, improvements, empirical findings, and future research 

directions.
[40] Demonstrates SVM's effectiveness in predicting Alzheimer's disease using MRI data, emphasizing its potential 

in medical diagnosis.
[41] Proposes a bagged ensemble SVM technique for speech emotion recognition, contributing to Human-Computer 

Interaction research.
[42] Introduces an SVM-based intrusion detection framework with naive Bayes feature embedding, improving 

network security.
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[43] Presents a U-Net-based method for melanoma classification in dermoscopy images, using segmentation, feature 
extraction, and SVM.

[44] Combines deep neural networks (DNN) and multiclass SVMs for classification, using K-means clustering for 
feature extraction.

[45] Enhances SVM classification capabilities by incorporating dynamic graph learning and self-paced learning.
[46] Highlights SVM's role in interpreting neuroimaging data for brain disorder research and precision psychiatry.
[47] Proposes a CNN-SVM hybrid model for diagnosing faults in rotating machinery, improving early-stage fault 

detection.
[48] Combines deep learning and SVM for identifying and predicting rice leaf diseases.
[49] Introduces a method for detecting malaria parasites using deep neural networks and SVM with transfer learning.
[50] Explores SVM's role in image classification, discussing its evolution, variants, and applications.
[51] Uses PSO, GA, and Grid Search to optimize SVM parameters for risk assessment in railway transportation 

systems.
[52] Addresses factors affecting SVM performance in classifying nonlinearly separable problems, providing insights 

for future research.
[53] Proposes a deep learning method for breast cancer detection using mammography, combining DNN and 

multiclass SVM.
[54] Introduces DeepSVM-fold, a computational predictor for protein fold recognition, offering improved accuracy 

over existing methods.

III. METHODOLOGY

One of the most well-known supervised learning methods is 
Support Vector Machine (SVM). Its main job is to sort things 
into groups, but it can also help with error problems in machine 
learning [24]. In n-dimensional space, the SVM algorithm tries 
to find the best line or decision boundary that splits it into 
classes. This makes it easy to put new data points into the right 
category. A hyperplane is the name for this best border. SVM 
finds the most important extreme points or vectors for defining 
this hyperplane [25–26].

The Core Concepts [27-30]
Support Vector Machines (SVMs) aim to identify a 
hyperplane with the largest possible margin, resulting in a 
robust classification model. The mathematical method 
maximizes the squared norm of the weight vector under 
constraints guaranteeing class separation. Lagrange 
multipliers help to simplify this optimization issue. Crucially 
important data points defining the decision-making range are 
support vectors. Then, depending on their feature vectors, a 
decision function groups newly occurring data points. 
Important notes: 
Hyperplanes are data point classification boundary. Points on 
opposing sides of the hyperplane fall into several categories. 
The number of features determines the hyperplane's 
dimension; for instance, a hyperplane with two features is a 
line and with three it becomes a plane. 

Margins: The margin is the distance between the 
hyperplane and the closest data points, known as support 
vectors. This distance can be mathematically expressed as:       
2/(||w||) . The Euclidean norm of the weight vector w is 
denoted as ∥w∥.
Maximizing Margins: SVMs strive to find the hyperplane 
with the widest margin, enhancing the classifier's 
generalization capabilities. 
Regularization: This technique helps prevent overfitting in 
SVMs by introducing a penalty term in the objective 

function, which encourages the model to prefer simpler 
decision boundaries over complex ones that perfectly fit the 
training data. 
Support Vectors: These are data points close to the 
hyperplane that significantly influence its position and 
orientation and are essential for constructing the SVM

Support Vectors: These are data points close to the 
hyperplane that significantly influence its position and 
orientation and are essential for constructing the SVM. 
Altering these points would shift the hyperplane, as 

illustrated in Figure 1.

Fig. 1. Support vectors

Kernel Functions: These functions transform the input data 
into a higher-dimensional feature space, making it easier for 
a linear classifier to separate the data. Kernels help capture 
complex, nonlinear patterns like curves and circles. Common 
types include linear, polynomial, radial basis function (RBF), 
and sigmoid. There are two different categories that are 
classified using a decision boundary or hyperplane as shown 
in Figure. 2.

x ⃗⃗ . w⃗⃗⃗ = c (the point lies on the decision boundary)
x ⃗⃗ . w⃗⃗⃗ > c (positive samples)
x ⃗⃗ . w⃗⃗⃗ < c (negative samples)
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A.  Types of Support Vector Machine
Based on the nature of the decision boundary, Support 
Vector Machines (SVM) can be divided into two main parts 
as shown in Figure 1:
Support Vector Machines (SVM) can be categorized into 
two main types based on the nature of the decision boundary
1. Linear SVM:
 This type is applicable when the data is perfectly 

linearly separable. This means that the data points can 
be divided into two classes using a single straight line in 
a two-dimensional space, as shown in Figure 4.A.

2. Non-Linear SVM:
 When the data is not linearly separable, a Non-Linear 

SVM is used. This occurs when the data points cannot 
be separated into two classes by a straight line. In 
such cases, advanced techniques like the kernel trick 
are employed to classify the data. Most real-world 
applications involve non-linearly separable data, hence 
the kernel trick is commonly used, as depicted in Figure 
4.B.

B.  Mathematical Formulation
1. Linear SVM:
 This type is applicable when the data is perfectly 

linearly separable. This means that the data points can 
be divided into two classes using a single straight line in 
a two-dimensional space, as shown in Figure 4.A.
1.1. Data: a dataset of points ({Xi}, {Yi}), where 

Xi is an n-dimensional vector representing the 
features of a data point and Yi is the class label  
(+1 or -1).

1.2. Hyperplane Equation: The hyperplane is defined 
as: 

 WT × X + b = 0 ......................             (1)
 Where W is a weight vector normal (perpendicular) 

to the hyperplane X is an input vector b is the bias 
term

1.3. Constraints: For a data point to be correctly 
classified, we need:

 Yi (WT ×Xi + b) ≥ 1  for Yi =+1        ...(2) 
 Yi (WT ×Xi + b) ≤ –1  for Yi =–1        ...(3)
1.4. Optimization Problem: Maximizing the margin is 

equivalent to minimizing the following objective 
function:                  (subject to the constraints 
above). This is a quadratic optimization problem, 
usually solved using techniques like Lagrange 
multipliers.

 
2. Non-Linear SVMs (The Kernel functions):
 The popular kernel types that we can use transform the 

data into high dimensional feature space are polynomial 
kernel, radial basis function RPF or RBF kernel and 
sigmoid kernel [32]. Choosing the correct kernel is a 
non- trivial task and may depend on specific task at 
hand no matter which kernel we choose, just we need 
to tune the kernel parameters to get good performance 
from a classifier. A popular parameter tuning technique 
includes k-fold cross-validation. Some of the most 
common kernel functions for support vector machines 
include:
2.1.  The Linear Kernel: 
 The linear kernel, or dot product kernel, is the 

simplest function. It calculates the dot product of 
input feature vectors in the original input space. 
Mathematically, it is expressed as in equation (4). 
K(xi, xj) = xiT × xj .......... (4)

4

Fig. 2. The hyperplanes used to classify data points [30]

Consider a random point X, and determine whether it is 
above or below the hyperplane, or on it, as shown in Figure 
3. First, represent X as a vector. Then, construct a vector (w) 
perpendicular to the hyperplane. Suppose C is the distance 
from the origin to the decision boundary along (w). Project 
X onto (w) through a dot product. If the dot product exceeds 
C, X is above the plane; if less, below; if equal, on the 
decision boundary [31].
C

Fig. 3. The core concept of the SVM algorithm

A. Types of Support Vector Machine
Based on the nature of the decision boundary, Support 
Vector Machines (SVM) can be divided into two main parts 
as shown in figure1:
Support Vector Machines (SVM) can be categorized into 
two main types based on the nature of the decision 
boundary
1. Linear SVM:

This type is applicable when the data is perfectly 
linearly separable. This means that the data points can 
be divided into two classes using a single straight line 
in a two-dimensional space, as shown in Figure 4.A.

2.    Non-Linear SVM:
When the data is not linearly separable, a Non-Linear 
SVM is used. This occurs when the data points cannot be 
separated into two classes by a straight line. In such 
cases, advanced techniques like the kernel trick are 
employed to classify the data. Most real-world 
applications involve non-linearly separable data, hence 
the kernel trick is commonly used, as depicted in Figure 
4.B.

Fig.4. A: Linearly Separable Data B: Non-Linearly Separable Data

B. Mathematical Formulation 
1. Linear SVM

SVMs are not built on arbitrary heuristics. Their 
focus on finding the largest margin hyperplane stems 
from the core principles of SLT. This strategy aims to 
directly control model capacity, promoting 
generalization and avoiding overfitting [31].
1.1. Data: a dataset of points ({Xi}, {Yi}), where Xi 

is an n-dimensional vector representing the 
features of a data point and Yi is the class label 
(+1 or -1).

1.2. Hyperplane Equation: The hyperplane is 
defined as: 

WT × X + b = 0 ……………..….. (1)
Where W is a weight vector normal (perpendicular) 

to the hyperplane
X is an input vector
b is the bias term

1.3. Constraints: For a data point to be correctly 
classified, we need:

Yi (WT × Xi + b) ≥ 1     for Yi = +1 ... (2)
Yi (WT × Xi + b) ≤ -1     for Yi = -1 ... (3)

1.4. Optimization Problem: Maximizing the margin 
is equivalent to minimizing the following 
objective function: W= ||𝑊𝑊2||

2 (subject to the 
constraints above). This is a quadratic 
optimization problem, usually solved using 
techniques like Lagrange multipliers.

2. Non-Linear SVMs (The Kernel functions)
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classifier. A popular parameter tuning technique includes
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functions for support vector machines include:

2.1. The Linear Kernel:
The linear kernel, or dot product kernel, is the simplest 
function. It calculates the dot product of input feature 
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Consider a random point X, and determine whether it is 
above or below the hyperplane, or on it, as shown in Figure 
3. First, represent X as a vector. Then, construct a vector (w) 
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This type is applicable when the data is perfectly 
linearly separable. This means that the data points can 
be divided into two classes using a single straight line 
in a two-dimensional space, as shown in Figure 4.A.

2.    Non-Linear SVM:
When the data is not linearly separable, a Non-Linear 
SVM is used. This occurs when the data points cannot be 
separated into two classes by a straight line. In such 
cases, advanced techniques like the kernel trick are 
employed to classify the data. Most real-world 
applications involve non-linearly separable data, hence 
the kernel trick is commonly used, as depicted in Figure 
4.B.
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 Advantages:
• Efficiency: The linear kernel excels in 

computational efficiency, involving only a 
simple dot product operation, making it suitable 
for high-dimensional data where other kernels 
might become computationally expensive.

• Interpretability: It offers the highest level of 
interpretability among kernel functions. The 
decision boundary learned by the SVM is a 
hyperplane in the original feature space, and 
the weights assigned to each feature reveal 
their relative importance for classification.

• No Hyperparameter Tuning: Unlike most 
other kernels, the linear kernel requires no 
hyperparameter tuning, making it easier to 
use and reducing the risk of overfitting due to 
poorly chosen hyperparameter.

 Limitations:
• Limited to Linearly Separable Data: Its main 

limitation is that it can only handle data that 
is already linearly separable in the original 
feature space. If the data exhibits complex, 
non-linear relationships, the linear kernel will 
not effectively learn a separation boundary.

• Less Flexible: Due to its simplicity, the linear 
kernel is less flexible in modeling complex 
non-linear patterns compared to kernels like 
polynomial or RBF.

2.2.  Polynomial Kernel: 
 The polynomial kernel calculates the similarity 

between two vectors by raising the dot product of 
the original vectors to a given power d, adding non-
linearity to the decision boundary. Mathematically, 
it is expressed as in equation (5).

 K(xi, xj) = (xiT × xj + 1)d     .......... (5)

2.3.  Radial Basis Function (RBF) Kernel: 
 A lot of users work with the RBF kernel, which is 

also known as the Gaussian kernel. The Gaussian 
distribution is used to measure the distance 
between two vectors in the feature space to find 
out how close they are. This is helpful when there 
isn't a clear line between the input data. It can be 
written mathematically as shown in equation (6). If 
you change the hyperparameter gamma, it changes 
how wide the Gaussian distribution is. Radial Basis 
Function (RBF) kernel is a popular and flexible 
choice for SVMs that work with data that is not 
linear.

 Advantages:
• Useful for Non-Linear Data: The RBF kernel is 

great at turning data into a higher-dimensional 
feature space by using a Gaussian function. 
This change makes it possible for SVMs to see 
complicated, non-linear connections between 

traits that weren't possible in the original 
space.

• Stability: The RBF kernel is less likely to 
suffer from the curse of dimensionality than 
the polynomial kernel. It works well with data 
that has a lot of dimensions and doesn't have 
the same risk of overfitting.

• Fewer Hyperparameters: The RBF kernel 
only has one hyperparameter, called gamma. 
However, it is not as sensitive to setting 
hyperparameters as the degree parameter of 
the polynomial kernel. This can make the 
process of choosing a model easier.

 Limitations:
• Interpretability: Like most non-linear kernels, 

the RBF kernel sacrifices some interpretability 
compared to the linear kernel. The decision 
boundary becomes less intuitive in the original 
feature space.

• Computational Cost: Although generally 
more efficient than the polynomial kernel for 
high dimensions, the RBF kernel can still be 
computationally expensive, especially for very 
large datasets.

• Hyperparameter Tuning: While less sensitive 
than the polynomial kernel, the RBF kernel's 
performance still depends on finding the 
optimal gamma value. Careful hyperparameter 
tuning is essential.

2.4.  Optimal Kernel Selection: 
 An Empirical Methodology The effectiveness of 

SVMs relies on carefully choosing the right kernel 
function that suits the specific challenge. Here's 
an analysis of typical options and their practical 
applications:

 1-   The linear kernel: 
 Situation: Consider classifying emails as either 

spam or legitimate. Possible features include word 
frequency and the presence of spam keywords. The 
linear kernel is a good initial choice because the 
relationship between these features is likely linear (a 
higher frequency of spam keywords often indicates 
spam). This model is computationally efficient and 
interpretable, with the decision boundary being a 
straight line in the original feature space.

 2-   The polynomial kernel: 
 This is used when assessing handwritten digits 

for recognition. Pixels can serve as features, but 
defining a clear decision boundary to separate 
different digits (such as 6 and 8) with a linear plane 
is often challenging. A low-degree polynomial 
kernel, such as quadratic, can introduce non- 
linearity, enabling the SVM to more accurately 
capture the curved features of some digits. 
However, using a high-degree polynomial kernel 
may lead to overfitting, underscoring the need for 
careful parameter tuning.
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possible for SVMs to see complicated, non-linear 
connections between traits that weren't possible in the 
original space.

• Stability: The RBF kernel is less likely to suffer from 
the curse of dimensionality than the polynomial 
kernel. It works well with data that has a lot of 
dimensions and doesn't have the same risk of 
overfitting.

• Fewer Hyperparameters: The RBF kernel only has one 
hyperparameter, called gamma. However, it is not as 
sensitive to setting hyperparameters as the degree 
parameter of the polynomial kernel. This can make the 
process of choosing a model easier.

Limitations:
• Interpretability: Like most non-linear kernels, the RBF 

kernel sacrifices some interpretability compared to the 
linear kernel. The decision boundary becomes less 
intuitive in the original feature space.

• Computational Cost: Although generally more efficient 
than the polynomial kernel for high dimensions, the 
RBF kernel can still be computationally expensive, 
especially for very large datasets.

• Hyperparameter Tuning: While less sensitive than the 
polynomial kernel, the RBF kernel's performance still 
depends on finding the optimal gamma value. Careful 
hyperparameter tuning is essential.

3.5. Optimal Kernel Selection: An Empirical Methodology
The effectiveness of SVMs relies on carefully choosing the 
right kernel function that suits the specific challenge. Here's 
an analysis of typical options and their practical 
applications:
1- The linear kernel:
Situation: Consider classifying emails as either spam or 
legitimate. Possible features include word frequency and the 
presence of spam keywords. The linear kernel is a good 
initial choice because the relationship between these 
features is likely linear (a higher frequency of spam 
keywords often indicates spam). This model is 
computationally efficient and interpretable, with the 
decision boundary being a straight line in the original feature 
space.
2- The polynomial kernel:
This is used when assessing handwritten digits for 
recognition. Pixels can serve as features, but defining a clear 
decision boundary to separate different digits (such as 6 and 
8) with a linear plane is often challenging. A low-degree 
polynomial kernel, such as quadratic, can introduce non-
linearity, enabling the SVM to more accurately capture the 
curved features of some digits. However, using a high-
degree polynomial kernel may lead to overfitting, 
underscoring the need for careful parameter tuning.

3.6. The Radial Basis Function (RBF)
Situation: Categorize photographs featuring various species of 

animals, such as cats, dogs, and birds. Pixel intensities and local 
features are used. However, it should be noted that the 
relationships between them exhibit a high degree of 
nonlinearity. The RBF kernel performs exceptionally well in 
this context. It turns input points into a space with an unlimited 
number of dimensions. This lets the SVM find complex spatial 
patterns, like the edges and textures that are unique to each 
species. The parameter (σ) controls how smooth the decision 
limit is. A higher π number makes the transition smoother, 
which could group animals that look alike, like all cats, even if 
they are in different positions. A lower number of σ allows for 
more complex differences, which could make it easier to tell the 
difference between different breeds.
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2.5.  The Radial Basis Function (RBF) 
 Situation: Categorize photographs featuring 

various species of animals, such as cats, dogs, and 
birds. Pixel intensities and local features are used. 
However, it should be noted that the relationships 
between them exhibit a high degree of nonlinearity. 
The RBF kernel performs exceptionally well in 
this context. It turns input points into a space with 
an unlimited number of dimensions. This lets the 
SVM find complex spatial patterns, like the edges 
and textures that are unique to each species. The 
parameter (σ) controls how smooth the decision 
limit is. A higher π number makes the transition 
smoother, which could group animals that look 
alike, like all cats, even if they are in different 
positions. A lower number of σ allows for more 
complex differences, which could make it easier to 
tell the difference between different breeds.

2.6.  SVMs Constraints and Difficulties [25-27]: 
• It can be hard to work with very large 

datasets because SVMs can require a lot of 
processing power and memory, especially when 
working with very large datasets that are high 
dimensional.

•  Choosing the Kernel Function: Picking the 
correct kernel function and its values has a big 
impact on how well SVM works. Finding the 
best kernel and tweaking its settings, on the 
other hand, can be hard and needs specialized 
knowledge.

•  Noise Sensitivity: SVMs have great dataset 
outlier and noise sensitivity, overfitting can 
result from this sensitivity upsetting the decision 
limit. Sometimes preprocessing methods like 
eliminating outliers and lowering noise are 
required.

• Binary Focus: SVMs are mostly meant for 
binary classification tasks, so multiclassification 
becomes difficult. Usually, they are adapted 
for multiclassification utilizing one-vs- one 
or one-vs- all approaches. These techniques, 
however, can have problems with scalability 
and lower performance, hence stressing SVMs' 
shortcomings.

• Lack of Interpretability: SVMs generate a black-
box model that makes it challenging to grasp the 
learned decision bounds and the fundamental 
data linkages. In sectors such banking and 
healthcare, interpretability is absolutely vital.

•  Unbalanced Datasets: SVMs may perform 
badly in imbalanced datasets, in which case 
cases across classes vary significantly. To 
solve this, one could need different evaluation 
measures, resampling, or class weighting.

 Despite these challenges, SVMs remain a robust 
and widely used approach in machine learning for 

tasks like classification, regression, and anomaly 
detection. Researchers continue to explore ways 
to overcome these obstacles and improve the 
efficiency and scalability of SVMs in various fields.

2.7.  Why SVMs Are Computationally Expensive 
 The following causes make the SVMs 

computationally expensive:
1. Kernel Computations: SVMs calculate the 

kernel matrix when employing non-linear 
kernels; this structure has a size of (n × n), so 
it is not viable for high n.

2. Dense Data Visualizations: The computational 
cost rises significantly for extremely 
dimensional or sparse data such text data.

3. Memory Requirement: Large datasets 
are blocked by storing the intermediate 
optimization variables and kernel matrix 
using a lot of RAM.

4.  Time Complexity: The time complexity of 
solving the quadratic optimization problem 
in SVMs is typically within range O(n2) and 
O(n3), where n is the number of training 
samples.

2.8.  SVM and large dataset. 
 Using SVM with large datasets can be challenging 

due to computational complexity and memory 
requirements. The SGD-based SVMs, GPU 
acceleration, parallelization, Dimensionality 
reduction, and feature selection methods are 
utilized to overcome the scalability of SVMs for 
large datasets. The summary of these methods is 
summarized in Table II.
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4. Time Complexity: The time complexity of solving 
the quadratic optimization problem in SVMs is 
typically within range O(n2) and O(n3), where n is the 
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3.9.  SVM and large dataset.
Using SVM with large datasets can be challenging due to 
computational complexity and memory requirements. The 
SGD-based SVMs, GPU acceleration, parallelization, 
Dimensionality reduction, and feature selection methods are 
utilized to overcome the scalability of SVMs for large datasets. 
The summary of these methods is summarized in Table II.

Table II.
Methods for overcoming the scalability of SVMs for large datasets

Methods Approach Advantages Trade-offs
SGD-Based 
SVMs

Incremental 
optimization 
using small 
batches.

scalability and 
efficiency.

Noisy 
updates, 
suboptimal 
solutions

Parallelization Allocate 
training across 
multi-
processors

Operates large 
datasets 
efficiently

Demands 
distributed 
computing 
resources

GPU 
Acceleration

Use GPUs to 
parallelize 
computations.

Substantial 
speed-up for 
huge datasets

Needs 
GPUs and 
technical 
libraries.

Dimensionality 
reduction and 
feature 
selection

Decrease 
feature 
number.

Deflates 
computational 
cost.

Loss of 
information

3.10 Types of SVM Based on Functionality
SVM techniques can be functionally categorized based on 
their type and purpose. Below are the main types of SVM 
functions as shown in Table III

IV. SVM AND SOME COMMON MACHINE LEARNING 
TECHNIQUES

Support Vector Machines (SVMs) provide a robust and 
interpretable classification technique that excels in processing 
high-dimensional data. Nevertheless, it is worth noting that 
alternative algorithms such as Logistic Regression, Decision
Trees, Random Forests, and Neural Networks may be more 
appropriate for addressing the particular problem and data 
attributes, as indicated in Table IV. Assessing various 
algorithms on a dataset is crucial for making a well-informed 
conclusion regarding the most efficient performance of a 
particular activity.

SVMs are renowned for their effectiveness in high-dimensional 
domains and their ability to mitigate some issues caused by the 
curse of dimensionality. 

2.9.  Types of SVM Based on Functionality 
 SVM techniques can be functionally categorized 

based on their type and purpose. Below are the 
main types of SVM functions as shown in Table III.

TABLE II
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Trees, Random Forests, and Neural Networks may be more 
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attributes, as indicated in Table IV. Assessing various 
algorithms on a dataset is crucial for making a well-informed 
conclusion regarding the most efficient performance of a 
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SVMs are renowned for their effectiveness in high-dimensional 
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Table III:
Types of SVM Based on Functionality

Function Objective Approach Key Idea Use Case Example

Binary 
Classification

Separate two classes 
using a hyperplane that 
maximizes the margin.

Optimize hyperplane
𝑤𝑤 ⋅ 𝑥𝑥 + 𝑏𝑏 = 0

to maximize margin.

Maximize margin 
between two classes.

Spam detection, medical 
diagnosis.

Use kernel functions (e.g., linear, 
polynomial, RBF) for nonlinear 
boundaries.

Minimize 𝟏𝟏
𝟐𝟐 ‖𝒘𝒘‖

𝟐𝟐 subject to 
constraints.

Multiclass 
Classification

Classify data into more 
than two classes. OneVsOne: Train 𝒌𝒌 ∗ 𝒌𝒌−𝟏𝟏

𝟐𝟐
binary classifiers for pairwise 

comparisons.

Extend binary 
classification to 
multiple classes.

Handwritten digit 
recognition, image 

classification.

OneVsRest: Train K binary 
classifiers, one per class.

Native Multiclass SVM: Directly 
optimize multiclass objective.

Multilabel 
Classification

Assign multiple labels 
to each data point.

Binary Relevance: Train a binary 
classifier for each label.

Assign multiple labels 
to a single instance.

Stock price prediction, 
housing price estimation.

Classifier Chains: Use predictions 
from previous classifiers as 
features.

Adapted Algorithms: Modify loss 
function for multilabel tasks.

Regression 
(SVR)

Predict continuous 
values .

Find function 𝑓𝑓(𝑥𝑥) = 𝑤𝑤 ⋅ 𝑥𝑥 + 𝑏𝑏
that deviates from true values by 

at most ϵ.

Predict continuous 
values with a margin 

of tolerance.

Large-scale datasets, real-
time applications.

Use slack variables for errors 
outside ϵ - tube.

Apply kernel functions for 
nonlinear relationships.

TABLE IV:
SVM and some common machine learning techniques

Strength Limitation

SV
M Non-linearity: This can be efficiently addressed by employing kernel 

functions to handle non-linear data.
High dimensionality: Effective in feature spaces with a large number 
of dimensions.
Resistant to extreme values: Logistic regression is more vulnerable 

to outliers in the data than other statistical methods.
Enhanced computational efficiency: SVMs exhibit slower training 

times, particularly when dealing with extensive datasets.

The interpretability of the model is challenging due 
to the intricate decision boundaries in a high-
dimensional space, particularly when employing 
kernels.
Cost of computation: Training SVMs can be 
computationally demanding, particularly when 
dealing with extensive datasets using kernel 
approaches.
Parameter tuning poses a significant challenge 
when selecting the appropriate kernel function and 
its corresponding hyperparameter.
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V. CONCLUSION 

Support Vector Machine sometimes known as SVM is an 
example of a typical form of supervised learning algorithm that 
was designed expressly for classification problem. The basic 
objective is to locate the hyperplane that most effectively 
divides data points into those belonging to distinct classes while 
simultaneously increasing the margin. The margin is the 
distance that separates the hyperplane from the data points that 
are closest to it, which are referred to as the support vectors. 
SVM is one of the most fundamental approaches to machine 
learning, which are renowned for their robust theoretical 
underpinning and their capacity to generate appropriate 
decision boundaries for categorization. Because they make use 
of kernel functions, they are able to effectively manage 
complex and non-linear data, which enables them to be adapted 
to a wide variety of applications, including text classification 
and picture recognition.
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Abstract — Parkinson’s disease is incurable and is considered one 
of the most common neurological diseases. It is a progressive 
disease, which highlights the importance of early detection. 
Machine learning-based diagnostic support is desirable since the 
diagnosis is based on history, visual inspection, and drug tests. 
Speech is presumed to be one of the promising biomarkers that 
can predict the state of the disease. Combining speech data with 
deep learning feature extraction in Siamese-based architecture 
may improve the detection compared with direct regression with 
acoustic and prosodic features. Read text-based speech samples 
were acquired from 98 patients with Parkinson’s disease and 107 
healthy participants. Feature vectors were extracted with pre-
trained x-vector embedding and were used directly with a support 
vector regressor in a nested cross-validation setup (baseline 
approach). Furthermore, pairs were allocated, and difference 
vectors were calculated. These difference vectors were then used 
to train support vector regressor models in nested cross-validation 
(Siamese-based approach). Severity predictions and classification 
were performed with the outcomes. The Siamese-based setup 
outperformed the baseline approach both in regression and 
classification metrics. The relative improvement in root mean 
square error is 14.4%, and the Pearson correlation is 12.5% at 
best. After the classification, the relative improvement is 6.0% in 
sensitivity, 3.0% in specificity, and 4.5% in accuracy. 
Furthermore, comparing the test sample to not only one but 
multiple others decreases the average standard deviation of the 
predicted severity by 16.5% in relative value. Changing only the 
architecture of the traditional examination setup to a Siamese-
based approach may increase the performance of the models. 
 
Index Terms — Classification, Deep-learning, Parkinson’s Disease, 
Siamese Network 

 

I. INTRODUCTION AND LITERATURE STUDY 
Parkinson’s disease (PD) is one of the most common 
neurological disorders, which also manifests in movement 
disabilities. PD affects mainly the aging population and has a 
prevalence of 1% after 60 years [1]. The importance of 
detecting the disease in an early stage is its progressive nature 
and because it is incurable, according to recent clinical 
knowledge. The development of the disease is characterized by 
the loss of dopamine-producing cells with the appearance of 
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Lewy protein aggregates [2]. 
The diagnosis of PD is based on the patient’s history and 

examination. The cardinal symptoms are resting tremor, 
bradykinesia, and rigidity that started asymptotically [3]. The 
patient may have small handwriting, a masked face, and a soft 
voice. Vocal disorders are prominent symptoms as they 
manifest in 90% of PD cases [4]. These motor symptoms are 
less notable by visual observation at the early stage, which 
stresses the need for such a diagnostic support system.  

The speech affected by PD may be monotonic, have less 
intensity, and can include sudden stops and starts. Tremors also 
can appear in the phonation. Speech perceptive analysis is part 
of the Unified Parkinson’s Rating Scale (UPDRS), part III: 
Motor Examination, where the irregularity can be rated between 
0 and 4 [5]. Next to the perceptual analysis, objective methods 
using descriptive features from the speech can also facilitate the 
diagnosis in clinical settings. Especially, speech can be 
acquired non-invasively and analyzed even on a mobile device 
[6]. 

According to [7], speech-related studies can be categorized 
into the following four aspects: a) phonatory, b) articulatory, c) 
prosodic, and d) cognitive-linguistic studies. Generally, all of 
them can be used to build a diagnostic support system; however, 
b) and c) are the most commonly applied in this area. The most 
common features are jitter, shimmer, noise ratio, pitch, 
intensity, articulation rate, or pauses. With these descriptors, the 
machine learning algorithms (such as support vector machine 
(SVM) or k-nearest neighbor (k-NN)) can reach up to 97% 
accuracy [8], [9], [10]. 

In addition to the manual features, deep learning-based 
feature extraction is also applied to maximize the disease 
representation in the features. As medical data is hard to acquire 
in large amounts, transfer learning from another domain is a 
form of use. These models are initially trained on a large dataset 
for general purposes, such as speaker recognition. The x-vector 
and e-capa time-delay neural networks are based on speaker 
recognition and are still applied in PD detection [11], [12]. The 
transfer learning-based deep learning models can improve the 
detection and make the process robust (avoiding overfitting). In 
[13], Sztahó and his colleagues classified 85 PD and 85 healthy 
individuals using an x-vector approach with probabilistic linear 
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diagnosis is based on history, visual inspection, and drug tests. 
Speech is presumed to be one of the promising biomarkers that 
can predict the state of the disease. Combining speech data with 
deep learning feature extraction in Siamese-based architecture 
may improve the detection compared with direct regression with 
acoustic and prosodic features. Read text-based speech samples 
were acquired from 98 patients with Parkinson’s disease and 
107 healthy participants. Feature vectors were extracted with 
pre- trained x-vector embedding and were used directly with a 
support vector regressor in a nested cross-validation setup (base-
line approach). Furthermore, pairs were allocated, and differ-
ence vectors were calculated. These difference vectors were then 
used to train support vector regressor models in nested cross-
validation (Siamese-based approach). Severity predictions and 
classification were performed with the outcomes. The Siamese-
based setup outperformed the baseline approach both in regres-
sion and classification metrics. The relative improvement in 
root mean square error is 14.4%, and the Pearson correlation is 
12.5% at best. After the classification, the relative improvement 
is 6.0% in sensitivity, 3.0% in specificity, and 4.5% in accuracy. 
Furthermore, comparing the test sample to not only one but 
multiple others decreases the average standard deviation of the 
predicted severity by 16.5% in relative value. Changing only the 
architecture of the traditional examination setup to a Siamese-
based approach may increase the performance of the models.
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discriminant analysis (PLDA) and achieved 84.1% accuracy. 
The severity of the disease was measured with the Hoehn and 
Yahr (H&Y) scale [14]. This test assigns a number to the patient 
between 0 and 5, where 0 means no deviation from normal 
functioning while 5 means the patient is in bed or a wheelchair 
due to the disease. This scale is not linear, so an H&Y score of 
2 does not mean two times as severe symptoms as the H&Y 
score of 1. Using this scale, the patients had a mean score of 2.7 
with a standard deviation of 1.1. The participants read the “The 
North Wind and the Sun” tale. 

Another approach to overcoming limited medical data is to 
use distance-based solutions where the pairs of samples could 
be allocated with higher freedom. One of its applications is in 
the siamese networks. Bhati and his colleagues [15] used Long 
Short-Term Memory (LSTM)-based siamese networks to learn 
better PD representation. Then, they trained classifiers to detect 
PD with the features resulting from the siamese part. Shalaby 
and Belal [16] used Siamese networks to enhance the data 
clustering before classification. They improved the detection by 
9.5% relative accuracy. 

In the [17] study conducted in 2017, the authors used speech 
samples from 51 PD patients and 27 healthy participants in 
Hungarian language. The severity was measured with the H&Y 
scale. The mean severity was 2.58, with a standard deviation of 
0.9. The speech samples included the read version of “The 
North Wind and the Sun” tale. Prosodic features were used with 
several regression and classification algorithms. The authors 
achieved 77.8% sensitivity and 83.6% accuracy with 
classification, 1.052 RMSE, and 0.73 Pearson correlation with 
SVM and support vector regression (SVR). 

The authors repeated the study [18] two years later. They 
used samples from 55 PD and 33 healthy participants. The mean 
severity was almost the same as in the previous study. The 
prosodic features were extended with various acoustic ones. 
They reached 84.8% sensitivity, 81.8% specificity, and 83.5% 
accuracy with SVM. Regression was conducted with SVR, 
1.071 RMSE, and 0.72 R2 (the square of the Pearson correlation 
coefficient), which also resulted from that study.  

We introduced sample pairs and extracted features with x-

vector technology based on these studies. Using the difference 
in the feature vectors, we examined PD's classification and 
severity regression in the Hungarian language. Our goal is to 
examine how PD can be detected when we switch from 
individual samples (and feature vectors) to sample pairs (and 
feature vector differences) in the same process. 

After the Introduction, we will present the applied materials 
and the examination methods in the Methodology. We will 
present the regression and classification results in the Results 
section. Finally, we will discuss the findings and conclude the 
work in the Discussion and Conclusion sections. 

II. METHODOLOGY 
The setup of the experiments can be seen in Fig. 1, where two 
approaches are detailed. The Baseline approach includes the x-
vector feature extraction from the Hungarian Parkinson Speech 
Dataset (HPSD) and the severity prediction with regressor 
algorithms. The Siamese-inspired approach takes two samples 
from the dataset, extracts x-vector features, and calculates the 
vector difference. Then, this dissimilarity is used to predict 
severity. In the following subsections, we will detail all 
components of the approaches. 

A. Hungarian Parkinson Speech Dataset 
PD patients were recorded at the Semmelweis and Virányos Clinic, 
Budapest, alongside healthy participants as a control group. 42 
females and 56 males were in the PD class with a 65.4 average age 
and 8.4 standard deviation. 70 females and 37 males were in the 
healthy control (HC) class with 45.8 average age and 17.7 standard 
deviation. The sex distribution and age between the two classes 
appeared significant, with a p-value lower than 0.05 (sex by chi-
square test, age by Mann-Whitney U test). These may affect the 
results when compared to others in the literature. However, we 
propose a baseline to highlight our findings so the new technique 
will be compared with a traditional one with the same dataset. 

The diagnosis and the severity estimation were done by the 
neurosurgeon doctor using the H&Y scale. These were made using 
history, visual examination, and drug tests. The mean severity is 
2.8 H&Y with a 0.9 standard deviation. The distribution of the 

Fig. 1. The Baseline and Siamese-based examination process. HPSD is the dataset, sample1 and sample2 are paired subjects from 
the dataset. 
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results when compared to others in the literature. However, we 
propose a baseline to highlight our findings so the new technique 
will be compared with a traditional one with the same dataset. 

The diagnosis and the severity estimation were done by the 
neurosurgeon doctor using the H&Y scale. These were made using 
history, visual examination, and drug tests. The mean severity is 
2.8 H&Y with a 0.9 standard deviation. The distribution of the 

Fig. 1. The Baseline and Siamese-based examination process. HPSD is the dataset, sample1 and sample2 are paired subjects from 
the dataset. 

Fig. 1. The Baseline and Siamese-based examination process. HPSD is the dataset, sample1 and sample2 are paired subjects from the dataset.
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H&Y severity in the dataset can be seen in Table 1. The HC 
samples were in the 0 stages of the H&Y scale. 

TABLE I 
DISTRIBUTION OF THE PATIENTS ACCORDING TO THEIR H&Y 

SEVERITY SCORE. 

 1 1.5 2 2.5 3 4 
PD 10 1 18 12 31 26 

 
The speech task was to read the “The North Wind and the Sun” 

tale, which resulted in around one-minute-long recording per 
participant. All participants were native Hungarian speakers, and 
the recordings were done in Hungarian language. The samples 
were acquired with a clip-on microphone on 16 kHz sampling 
frequency and 16-bit quantization. 

All participants were informed in advance about the research 
and the use of the samples and metadata. Data acquisition did not 
mean any harm or risk to the participants. Informed consent was 
collected from the people involved, and they had (and have) the 
option to change their minds anytime. 

B. Preprocessing and Feature Extraction 
The speech samples were normalized to peak value before feature 
extraction. After that, feature extraction was done with x-vector 
embedding originating from the speaker recognition applications 
[19]. The x-vector is a time-delay neural network (its architecture 
is in Fig. 2) that observes not only the speech frame at time point t 
but its surroundings in the frame level layers. The frame refers to 
the (sliding) time window, where features like filterbanks can be 
defined. These layers learn the local and speaker-specific patterns. 

Following the frame-level layers, the statistical pooling 
calculates the mean and standard deviation after aggregating the 
information by frames. This creates a fixed-length representation 
of the entire utterance Then, the speaker discriminative features are 
learned in the segment level from where the x-vector can be 
extracted with a dimension of 512. 

The embedding was implemented through the SpeechBrain 

toolkit [20], which stores the pre-trained models on the 
Huggingface website. We used this pre-trained version of the 
model without further training. The initial training was done on the 
training data of Voxceleb1 and Voxceleb2 datasets (in English). 
From the resulting feature vector, the top 65 features were selected 
with the Random Forest algorithm. 

Next, pairs were allocated for the Siamese-based approach to 
use the features directly with the predictive algorithms (Baseline 
approach). HC-HC (similar) and HC-PD (dissimilar) pairs were 
created randomly without repeating already allocated pairs. As a 
result, 205 pairs for the similar category and 205 for the dissimilar 
category were examined. 200 pairs were of the same sex, while 210 
pairs were of the opposite sex. In this approach, age was not 
considered during the pair allocation. 

C. Severity Prediction and Classification 
To estimate the severity of PD in the H&Y scale, we employed 
a regression method using the Support Vector Regression 
(SVR) algorithm [21]. The decision was based on the study [18] 
where the SVR was the prominent algorithm to predict PD 
severity in the Hungarian language.  

The C, gamma, and epsilon parameters were optimized for 
nested cross-validation. The optimization includes an outer 10-
fold cross-validation setup where 10% (one fold) was separated 
as an independent test set, and the rest was used in the inner 5-
fold cross-validation loop. In this inner loop, 80% of the 
remaining data was used for training and 20% for optimization. 

The target severity was normalized between 0 and 1 before 
inputting them into the predictive models. As a result, the 
output was generated between 0 and 1, which was up-scaled to 
the original H&Y scale. With these outputs and the original 
scores, a linear regression was performed, measuring the mean 
absolute error (eq. 1) and the root mean square error (eq. 2). In 
these metrics, 𝑦𝑦𝑖𝑖 is the original severity of the i-th sample, 𝑦𝑦�̂�𝑖 is 
the predicted score of the i-th sample, and n is the number of 
samples. 

 𝑀𝑀𝑀𝑀𝑀𝑀 =
∑ |𝑦𝑦𝑖𝑖 − 𝑦𝑦�̂�𝑖|𝑛𝑛

𝑖𝑖=1
𝑛𝑛  (1) 

 

 𝑅𝑅𝑀𝑀𝑅𝑅𝑀𝑀 = √∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦�̂�𝑖)2𝑛𝑛
𝑖𝑖=1

𝑛𝑛  (2) 

 
The R2 value shows how linearly the estimated score fits the 

original severity score (eq. 3). Its value is between 0 and 1, within 
which a value close to 1 shows a better fit than a value close to 0. 
The 𝑦𝑦�̅�𝑖 in the denominator is the mean of the predicted scores. 

 𝑅𝑅2 =  1 −
∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦�̂�𝑖)2𝑛𝑛

𝑖𝑖=1
∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦�̅�𝑖)2𝑛𝑛

𝑖𝑖=1
 (3) 

We also created classifications with the output score by drawing 
a decision threshold at H&Y stage 1. Below the score 1, the 
samples were classified as HC and above as PD. The classification 
is correct in True Positive (TP) and True Negative (TN) cases and 
not correct in False Positive (FP) and False Negative (FN) cases. 

Fig. 2. The x-vector embedding architecture, which parts from 
the input layer are the frame level layers, statistical pooling, and 
segment level layers before the output. 

 Fig. 2. The x-vector embedding architecture, which parts from the input 
layer are the frame level layers, statistical pooling, and segment level 

layers before the output.
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H&Y severity in the dataset can be seen in Table 1. The HC 
samples were in the 0 stages of the H&Y scale. 

TABLE I 
DISTRIBUTION OF THE PATIENTS ACCORDING TO THEIR H&Y 

SEVERITY SCORE. 

 1 1.5 2 2.5 3 4 
PD 10 1 18 12 31 26 

 
The speech task was to read the “The North Wind and the Sun” 

tale, which resulted in around one-minute-long recording per 
participant. All participants were native Hungarian speakers, and 
the recordings were done in Hungarian language. The samples 
were acquired with a clip-on microphone on 16 kHz sampling 
frequency and 16-bit quantization. 

All participants were informed in advance about the research 
and the use of the samples and metadata. Data acquisition did not 
mean any harm or risk to the participants. Informed consent was 
collected from the people involved, and they had (and have) the 
option to change their minds anytime. 

B. Preprocessing and Feature Extraction 
The speech samples were normalized to peak value before feature 
extraction. After that, feature extraction was done with x-vector 
embedding originating from the speaker recognition applications 
[19]. The x-vector is a time-delay neural network (its architecture 
is in Fig. 2) that observes not only the speech frame at time point t 
but its surroundings in the frame level layers. The frame refers to 
the (sliding) time window, where features like filterbanks can be 
defined. These layers learn the local and speaker-specific patterns. 

Following the frame-level layers, the statistical pooling 
calculates the mean and standard deviation after aggregating the 
information by frames. This creates a fixed-length representation 
of the entire utterance Then, the speaker discriminative features are 
learned in the segment level from where the x-vector can be 
extracted with a dimension of 512. 

The embedding was implemented through the SpeechBrain 

toolkit [20], which stores the pre-trained models on the 
Huggingface website. We used this pre-trained version of the 
model without further training. The initial training was done on the 
training data of Voxceleb1 and Voxceleb2 datasets (in English). 
From the resulting feature vector, the top 65 features were selected 
with the Random Forest algorithm. 

Next, pairs were allocated for the Siamese-based approach to 
use the features directly with the predictive algorithms (Baseline 
approach). HC-HC (similar) and HC-PD (dissimilar) pairs were 
created randomly without repeating already allocated pairs. As a 
result, 205 pairs for the similar category and 205 for the dissimilar 
category were examined. 200 pairs were of the same sex, while 210 
pairs were of the opposite sex. In this approach, age was not 
considered during the pair allocation. 

C. Severity Prediction and Classification 
To estimate the severity of PD in the H&Y scale, we employed 
a regression method using the Support Vector Regression 
(SVR) algorithm [21]. The decision was based on the study [18] 
where the SVR was the prominent algorithm to predict PD 
severity in the Hungarian language.  

The C, gamma, and epsilon parameters were optimized for 
nested cross-validation. The optimization includes an outer 10-
fold cross-validation setup where 10% (one fold) was separated 
as an independent test set, and the rest was used in the inner 5-
fold cross-validation loop. In this inner loop, 80% of the 
remaining data was used for training and 20% for optimization. 

The target severity was normalized between 0 and 1 before 
inputting them into the predictive models. As a result, the 
output was generated between 0 and 1, which was up-scaled to 
the original H&Y scale. With these outputs and the original 
scores, a linear regression was performed, measuring the mean 
absolute error (eq. 1) and the root mean square error (eq. 2). In 
these metrics, 𝑦𝑦𝑖𝑖 is the original severity of the i-th sample, 𝑦𝑦�̂�𝑖 is 
the predicted score of the i-th sample, and n is the number of 
samples. 

 𝑀𝑀𝑀𝑀𝑀𝑀 =
∑ |𝑦𝑦𝑖𝑖 − 𝑦𝑦�̂�𝑖|𝑛𝑛
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 𝑅𝑅𝑀𝑀𝑅𝑅𝑀𝑀 = √∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦�̂�𝑖)2𝑛𝑛
𝑖𝑖=1

𝑛𝑛  (2) 

 
The R2 value shows how linearly the estimated score fits the 

original severity score (eq. 3). Its value is between 0 and 1, within 
which a value close to 1 shows a better fit than a value close to 0. 
The 𝑦𝑦�̅�𝑖 in the denominator is the mean of the predicted scores. 

 𝑅𝑅2 =  1 −
∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦�̂�𝑖)2𝑛𝑛
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∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦�̅�𝑖)2𝑛𝑛

𝑖𝑖=1
 (3) 

We also created classifications with the output score by drawing 
a decision threshold at H&Y stage 1. Below the score 1, the 
samples were classified as HC and above as PD. The classification 
is correct in True Positive (TP) and True Negative (TN) cases and 
not correct in False Positive (FP) and False Negative (FN) cases. 

Fig. 2. The x-vector embedding architecture, which parts from 
the input layer are the frame level layers, statistical pooling, and 
segment level layers before the output. 
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H&Y severity in the dataset can be seen in Table 1. The HC 
samples were in the 0 stages of the H&Y scale. 

TABLE I 
DISTRIBUTION OF THE PATIENTS ACCORDING TO THEIR H&Y 

SEVERITY SCORE. 

 1 1.5 2 2.5 3 4 
PD 10 1 18 12 31 26 

 
The speech task was to read the “The North Wind and the Sun” 

tale, which resulted in around one-minute-long recording per 
participant. All participants were native Hungarian speakers, and 
the recordings were done in Hungarian language. The samples 
were acquired with a clip-on microphone on 16 kHz sampling 
frequency and 16-bit quantization. 

All participants were informed in advance about the research 
and the use of the samples and metadata. Data acquisition did not 
mean any harm or risk to the participants. Informed consent was 
collected from the people involved, and they had (and have) the 
option to change their minds anytime. 

B. Preprocessing and Feature Extraction 
The speech samples were normalized to peak value before feature 
extraction. After that, feature extraction was done with x-vector 
embedding originating from the speaker recognition applications 
[19]. The x-vector is a time-delay neural network (its architecture 
is in Fig. 2) that observes not only the speech frame at time point t 
but its surroundings in the frame level layers. The frame refers to 
the (sliding) time window, where features like filterbanks can be 
defined. These layers learn the local and speaker-specific patterns. 

Following the frame-level layers, the statistical pooling 
calculates the mean and standard deviation after aggregating the 
information by frames. This creates a fixed-length representation 
of the entire utterance Then, the speaker discriminative features are 
learned in the segment level from where the x-vector can be 
extracted with a dimension of 512. 

The embedding was implemented through the SpeechBrain 

toolkit [20], which stores the pre-trained models on the 
Huggingface website. We used this pre-trained version of the 
model without further training. The initial training was done on the 
training data of Voxceleb1 and Voxceleb2 datasets (in English). 
From the resulting feature vector, the top 65 features were selected 
with the Random Forest algorithm. 

Next, pairs were allocated for the Siamese-based approach to 
use the features directly with the predictive algorithms (Baseline 
approach). HC-HC (similar) and HC-PD (dissimilar) pairs were 
created randomly without repeating already allocated pairs. As a 
result, 205 pairs for the similar category and 205 for the dissimilar 
category were examined. 200 pairs were of the same sex, while 210 
pairs were of the opposite sex. In this approach, age was not 
considered during the pair allocation. 

C. Severity Prediction and Classification 
To estimate the severity of PD in the H&Y scale, we employed 
a regression method using the Support Vector Regression 
(SVR) algorithm [21]. The decision was based on the study [18] 
where the SVR was the prominent algorithm to predict PD 
severity in the Hungarian language.  

The C, gamma, and epsilon parameters were optimized for 
nested cross-validation. The optimization includes an outer 10-
fold cross-validation setup where 10% (one fold) was separated 
as an independent test set, and the rest was used in the inner 5-
fold cross-validation loop. In this inner loop, 80% of the 
remaining data was used for training and 20% for optimization. 

The target severity was normalized between 0 and 1 before 
inputting them into the predictive models. As a result, the 
output was generated between 0 and 1, which was up-scaled to 
the original H&Y scale. With these outputs and the original 
scores, a linear regression was performed, measuring the mean 
absolute error (eq. 1) and the root mean square error (eq. 2). In 
these metrics, 𝑦𝑦𝑖𝑖 is the original severity of the i-th sample, 𝑦𝑦�̂�𝑖 is 
the predicted score of the i-th sample, and n is the number of 
samples. 
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The R2 value shows how linearly the estimated score fits the 

original severity score (eq. 3). Its value is between 0 and 1, within 
which a value close to 1 shows a better fit than a value close to 0. 
The 𝑦𝑦�̅�𝑖 in the denominator is the mean of the predicted scores. 

 𝑅𝑅2 =  1 −
∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦�̂�𝑖)2𝑛𝑛

𝑖𝑖=1
∑ (𝑦𝑦𝑖𝑖 − 𝑦𝑦�̅�𝑖)2𝑛𝑛

𝑖𝑖=1
 (3) 

We also created classifications with the output score by drawing 
a decision threshold at H&Y stage 1. Below the score 1, the 
samples were classified as HC and above as PD. The classification 
is correct in True Positive (TP) and True Negative (TN) cases and 
not correct in False Positive (FP) and False Negative (FN) cases. 

Fig. 2. The x-vector embedding architecture, which parts from 
the input layer are the frame level layers, statistical pooling, and 
segment level layers before the output. 
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From these, metrics like sensitivity (sens – eq. 4), specificity (spec 
– eq. 5), and accuracy (acc – eq. 6) were derived. 

 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑇𝑇𝑇𝑇
𝐹𝐹𝐹𝐹 + 𝑇𝑇𝑇𝑇 (4) 

 

 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑇𝑇𝐹𝐹
𝑇𝑇𝐹𝐹 + 𝐹𝐹𝑇𝑇 (5) 

 

 𝑎𝑎𝑠𝑠𝑠𝑠 = 𝑇𝑇𝑇𝑇 + 𝑇𝑇𝐹𝐹
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝐹𝐹 + 𝐹𝐹𝑇𝑇 + 𝐹𝐹𝐹𝐹 (6) 

 

D. Experimental Cases 
In this study, we created a Baseline approach, where x-vector 
embeddings were extracted from the speech samples, and then 
in a nested cross-validation setup, SVR models were trained 
and tested. With the output, regression, and classification were 
performed. 

After that, a Siamese-based approach was made by pairing 
the samples. The x-vector embeddings were extracted from 
both samples in the pairs similarly, and then the difference 
between the two vectors was calculated. This vector was the 
input to the SVR models for regression and classification. 
Within this approach, we had two cases: 1) create only ONE 
pair with the selected test sample, and 2) create TEN pairs with 
the selected test sample and average the predicted scores. Since 
the train/test split was done after the pair allocation, one pair 
was only in the train, validation, or test sets. One speaker could 
be in more sets but not in the same pair. 

The Results will be divided according to these three cases: a) 
baseline, b) Siamese approach with one pair, and with ten pairs. 

III. RESULTS 

A. Baseline approach 
The results of the predicted and the original severity scores are 
presented in the left plot (a part) of Fig. 3 with blue dots for the 
Baseline approach. The red line represents the perfect mapping of 
the original scores. Table 2 includes the metrics presented in the 
next section for all three cases. 

The MAE and RMSE resulted from the predicted and 
original scores of 0.59 and 0.85. The R2, which describes the fit 
of the predicted data to the original, is 0.69. That means that the 
original score accounts for 69% of the change in the estimated 
score. Checking the standard deviation of the predicted scores 
at different H&Y stages, stage 0 had the lowest value at 0.46, 
and stage 3 had the highest at 0.79. The standard deviation for 
the other stages is 0.58 (stage 1), 0.76 (stage 2), and 0.73 (stage 
4). This deviation can be seen in the figure where the points at 
stage 3 are scattered farther from the red line. The model 
predicts stages 1, 2, and 2.5 symmetrically while stage 0 is over-
, and stage 4 is underestimated. Also, stage 3 has a slight bias 
toward lower scores. 

After transforming these scores to labels (performing the 
classification), 91.6% sensitivity, 92.4% specificity, and 92.0% 
accuracy scores were achieved. The ratio between the positive 
and negative classes also remains in the predictive scores, as 
sensitivity and specificity have almost the same values. 

B. Siamese-based approach 
The results of the Siamese-based approach can be seen in Fig. 3, 
where the middle plot (b part) presents the one-pair case, and the 
right side (c part) presents the average of the ten-pair case. 

Comparing the test sample with only one other sample (using 
one pair) resulted in 0.51 MAE, 0.73 RMSE, and 0.78 R2 
metrics. The standard deviations are 0.41, 0.70, 0.62, 0.69, and 
0.70 at the stages of the severity scale from 0 to 4, respectively. 
Symmetrical distribution can be seen at stages 1, 2, and 2.5. 

Fig. 3. Original and predicted severity scores with the Baseline approach (a) and with Siamese approach (b – where one pair, c – 
where ten pairs were allocated.). 

Fig. 3. Original and predicted severity scores  
with the Baseline approach (a) and with Siamese approach (b – where one pair, c – where ten pairs were allocated.).
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Stage 0 is over-, and stages 3 and 4 are underestimated by the 
models. After calculating classification metrics, 95.1% 
sensitivity, 91.7% specificity, and 93.4% accuracy were 
achieved.

When we compared one test sample to ten other test samples 
and averaged the predicted scores, 0.55 MAE, 0.77 RMSE, and 
0.75 R2 were the results. The standard deviations were 0.31, 
0.50, 0.55, 0.69, and 0.72 according to the stages from 0 to 4. 
Here, stages 2 and 2.5 seem symmetrical, while stages 0,1 are 
over-, and 3 and 4 are underestimated. After the classification, 
97.1% sensitivity, 95.1% specificity, and 96.1% accuracy were 
observed.

Comparing the three experiment cases, no significant 
difference can be noted between the predicted severity scores or 
the classification results with Mann-Whitney tests next to 5% 
significant level. Furthermore, the difference was calculated 
between the predicted and the original severity score separately 
for the male-male/female-female and the female-male pairs. 
The mean difference was 0.04 for the pairs from the same 
gender and 0.009 for the pairs from the opposite gender. The 
standard deviation of the differences was around the same.

IV. DISCUSSION

The results of the Baseline and Siamese-based approaches are 
summarized in Table 2, along with the metrics described above. 
Baseline refers to the Baseline approach, ONE pair to the one-
pair version, and TEN pairs to the ten-pair version of the 
Siamese approach. Bold style marks the best values for each 
metric.

Comparing the regression metrics to the different cases, it can 
be seen that the Siamese-based approach decreased the error in 
the predictions as MAE and RMSE decreased. Both one-pair 
and ten-pair cases were better in metrics than the Baseline 
approach. However, the ten-pair version of the Siamese-based 
approach did not yield better than the one-pair version 
examining the regression metrics. A similar tendency can be 
seen with the R2 as it is higher with the Siamese-based approach 
than the Baseline. However, the ten-pair version is not better 
than the one-pair version.

Comparing the classification results, the improvement is 
continuous. Sensitivity increased from 91.6% to 97.1%, while 
the specificity was slightly lower with one pair but increased 
with ten pairs. The accuracy improved from 92.0% to 96.1%.

TABLE
SUMMARY TABLE OF THE BASELINE AND SIAMESE-BASED 

(ONE AND TEN-PAIR VERSIONS) APPROACHES.

MAE RMSE R2 sens spec acc

Baseline 0.59 0.85 0.69 91.6% 92.4% 92.0%

ONE pair 0.51 0.73 0.78 95.1% 91.7% 93.4%

TEN pair 0.55 0.77 0.75 97.1% 95.1% 96.1%

Comparing our results with similar studies [17], [18], it can 
be seen that the results achieved in this study outperformed 
them. Even the Baseline method reached lower error and higher 

classification metrics. This could be due to the extended 
database and the nested cross-validation setup for the 
optimization.

The results could improve compared to the Baseline method 
by facilitating the Siamese-inspired approach. This result 
highlights the possible benefit of increasing the number of input 
data by creating pairs. However, comparing someone to only 
one other person is not always reliable. We compared one test 
sample to ten others to overcome this limitation and averaged 
the predicted scores. This technique seemingly did not improve 
the regression metrics but did improve the classification. This
is because the average standard deviation decreased from 0.62 
to 0.55 by averaging the pair's predictions. With this, the 
samples that were misclassified with only one pair were 
classified correctly by the other 9 pairs. 188 TN and 195 TP 
classification were done with the one-pair case, while 195 TN 
and 199 TP with the ten-pair case.

Comparing our results to the existing solutions in the 
international literature is cumbersome due to the different 
datasets with different languages. However, we believe that our 
results fit into this international level. Furthermore, the x-vector 
was used here without further training; it was initially trained 
with English samples. The usage of such model is promising 
since we could use it in the Hungarian language without the 
language's specifications.

The present study concentrated on the the x-vector algorithm. 
Nevertheless, the employment of alternative algorithms in 
speech technology (like transformers) has the potential to 
enhance the findings of this study.

VI. CONCLUSION

PD is one of the most common neurological disorders that is 
not curable according to recent clinical knowledge. Early 
detection is important to maintain the quality of life and slow 
disease progression. Speech is one of the promising biomarkers 
that can capture the pre-motor symptoms of the disease. Many 
studies used acoustic and prosodic features to describe the 
speech and used them with statistical methods or machine 
learning algorithms to distinguish between PD and other 
groups. Next to the manual features deep learning-based feature 
extraction and detection became prevalent due to the more 
detailed representation. However, these solutions require a huge 
amount of data.

In this study, we explored the possibilities of the Siamese-
based architecture with PD patients and HC participants using 
read-text-based speech. The results indicated that the Siamese-
based approach outperforms the Baseline in regression and 
classification. Pairing the sample with more than one other 
sample decreases the standard deviation of predictions and 
improves the classification further. The results fit the literature 
since they outperform studies with similar datasets and are also 
comparable with similar studies that use different languages or 
databases.

It should be noted that this study used the x-vector trained on 
English utterances while the samples in scope were in 
Hungarian. However, the results show high performance 
without specifying the embedding to Hungarian. This is also 
promising for language-independent solutions. Additional 
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Stage 0 is over-, and stages 3 and 4 are underestimated by the 
models. After calculating classification metrics, 95.1% 
sensitivity, 91.7% specificity, and 93.4% accuracy were 
achieved.

When we compared one test sample to ten other test samples 
and averaged the predicted scores, 0.55 MAE, 0.77 RMSE, and 
0.75 R2 were the results. The standard deviations were 0.31, 
0.50, 0.55, 0.69, and 0.72 according to the stages from 0 to 4. 
Here, stages 2 and 2.5 seem symmetrical, while stages 0,1 are 
over-, and 3 and 4 are underestimated. After the classification, 
97.1% sensitivity, 95.1% specificity, and 96.1% accuracy were 
observed.

Comparing the three experiment cases, no significant 
difference can be noted between the predicted severity scores or 
the classification results with Mann-Whitney tests next to 5% 
significant level. Furthermore, the difference was calculated 
between the predicted and the original severity score separately 
for the male-male/female-female and the female-male pairs. 
The mean difference was 0.04 for the pairs from the same 
gender and 0.009 for the pairs from the opposite gender. The 
standard deviation of the differences was around the same.

IV. DISCUSSION

The results of the Baseline and Siamese-based approaches are 
summarized in Table 2, along with the metrics described above. 
Baseline refers to the Baseline approach, ONE pair to the one-
pair version, and TEN pairs to the ten-pair version of the 
Siamese approach. Bold style marks the best values for each 
metric.

Comparing the regression metrics to the different cases, it can 
be seen that the Siamese-based approach decreased the error in 
the predictions as MAE and RMSE decreased. Both one-pair 
and ten-pair cases were better in metrics than the Baseline 
approach. However, the ten-pair version of the Siamese-based 
approach did not yield better than the one-pair version 
examining the regression metrics. A similar tendency can be 
seen with the R2 as it is higher with the Siamese-based approach 
than the Baseline. However, the ten-pair version is not better 
than the one-pair version.

Comparing the classification results, the improvement is 
continuous. Sensitivity increased from 91.6% to 97.1%, while 
the specificity was slightly lower with one pair but increased 
with ten pairs. The accuracy improved from 92.0% to 96.1%.

TABLE
SUMMARY TABLE OF THE BASELINE AND SIAMESE-BASED 

(ONE AND TEN-PAIR VERSIONS) APPROACHES.

MAE RMSE R2 sens spec acc

Baseline 0.59 0.85 0.69 91.6% 92.4% 92.0%

ONE pair 0.51 0.73 0.78 95.1% 91.7% 93.4%

TEN pair 0.55 0.77 0.75 97.1% 95.1% 96.1%

Comparing our results with similar studies [17], [18], it can 
be seen that the results achieved in this study outperformed 
them. Even the Baseline method reached lower error and higher 

classification metrics. This could be due to the extended 
database and the nested cross-validation setup for the 
optimization.

The results could improve compared to the Baseline method 
by facilitating the Siamese-inspired approach. This result 
highlights the possible benefit of increasing the number of input 
data by creating pairs. However, comparing someone to only 
one other person is not always reliable. We compared one test 
sample to ten others to overcome this limitation and averaged 
the predicted scores. This technique seemingly did not improve 
the regression metrics but did improve the classification. This
is because the average standard deviation decreased from 0.62 
to 0.55 by averaging the pair's predictions. With this, the 
samples that were misclassified with only one pair were 
classified correctly by the other 9 pairs. 188 TN and 195 TP 
classification were done with the one-pair case, while 195 TN 
and 199 TP with the ten-pair case.

Comparing our results to the existing solutions in the 
international literature is cumbersome due to the different 
datasets with different languages. However, we believe that our 
results fit into this international level. Furthermore, the x-vector 
was used here without further training; it was initially trained 
with English samples. The usage of such model is promising 
since we could use it in the Hungarian language without the 
language's specifications.

The present study concentrated on the the x-vector algorithm. 
Nevertheless, the employment of alternative algorithms in 
speech technology (like transformers) has the potential to 
enhance the findings of this study.

VI. CONCLUSION

PD is one of the most common neurological disorders that is 
not curable according to recent clinical knowledge. Early 
detection is important to maintain the quality of life and slow 
disease progression. Speech is one of the promising biomarkers 
that can capture the pre-motor symptoms of the disease. Many 
studies used acoustic and prosodic features to describe the 
speech and used them with statistical methods or machine 
learning algorithms to distinguish between PD and other 
groups. Next to the manual features deep learning-based feature 
extraction and detection became prevalent due to the more 
detailed representation. However, these solutions require a huge 
amount of data.

In this study, we explored the possibilities of the Siamese-
based architecture with PD patients and HC participants using 
read-text-based speech. The results indicated that the Siamese-
based approach outperforms the Baseline in regression and 
classification. Pairing the sample with more than one other 
sample decreases the standard deviation of predictions and 
improves the classification further. The results fit the literature 
since they outperform studies with similar datasets and are also 
comparable with similar studies that use different languages or 
databases.

It should be noted that this study used the x-vector trained on 
English utterances while the samples in scope were in 
Hungarian. However, the results show high performance 
without specifying the embedding to Hungarian. This is also 
promising for language-independent solutions. Additional 
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effects like age or sex (even though the results showed no 
significant influence of these effects).
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Gowhar Javanmardi
Zenepe Satka
Alberto Morato

Timeline
Special Session proposals deadline................ February 13, 2025................... Notifications -- February 21, 2025
Workshop proposals deadline......................... February 28, 2025................... Notifications -- March 14, 2025
Regular and SS submissions deadline............ April 18, 2025.......................... Notifications -- May 23, 2025
Work-in-Progress submission deadline........... May 30, 2025.......................... Notifications -- June 20, 2025
Final versions deadline.................................... July 4, 2025

(These dates may be updated.  Always check the website)

CALL FOR PAPERS
Welcome to ETFA 2025. This conference is the flagship event of the IEEE
IES Technical Committee on Factory Automation (TCFA) and a premier
event sponsored by the IEEE Industrial Electronics Society. It aims at
bringing together the international community to present the latest research
results, share new ideas and engineering breakthroughs, and discuss state-
of-the-art challenges and future directions in technology and innovation in the
broad domain of Automation with a focus on Industrial and Factory
Automation.

The organizing committee cordially invites high-quality papers representing
original work, including but not limited to the following topics:

• Adaptive and Intelligent Control Systems
• Advanced Motion Control
• Autonomous Robotic Systems, Artificial Intelligence, and Machine

Learning
• Automotive Control and Transportation Systems
• Biomechatronics and Bioengineering Systems
• Compliant and Soft Robotics
• Haptics and Human-Robot Interaction
• Industry Applications, Information Technology, and Advanced

Manufacturing
• Micro-Electro-Mechanical Systems (MEMS) and Nanotechnologies
• Network-based Control Systems and Applications
• Sensors and Actuators
• Smart Materials and Structures
• Visual Servo Systems, Machine Vision, and Image Processing

ETFA 2025 will also seek Special Sessions and Workshops covering
subjects or cross-subjects belonging to the topics of interest, or novel related
topics.

Up to date information will be available in the following website. Stay tuned!:

etfa2025.ieee-ies.org
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Format of the manuscripts

Original manuscripts and final versions of papers 
should be submitted in IEEE format according to the
formatting instructions available on
  https://journals.ieeeauthorcenter.ieee.org/
  Then click: "IEEE Author Tools for Journals"
  - "Article Templates"
  - "Templates for Transactions".

Length of the manuscripts

The length of papers in the aforementioned format 
should be 6-8 journal pages.
Wherever appropriate, include 1-2 figures or tables 
per journal page.

Paper structure

Papers should follow the standard structure, consist-
ing of Introduction (the part of paper numbered by 
“1”), and Conclusion (the last numbered part) and 
several Sections in between.
The Introduction should introduce the topic, tell why 
the subject of the paper is important, summarize the 
state of the art with references to existing works and 
underline the main innovative results of the paper. 
The Introduction should conclude with outlining the 
structure of the paper.

Accompanying parts

Papers should be accompanied by an Abstract and a
few Index Terms (Keywords). For the final version of 
accepted papers, please send the short cvs and photos  
of the authors as well.

Authors

In the title of the paper, authors are listed in the or- 
der given in the submitted manuscript. Their full affili- 
ations and e-mail addresses will be given in a footnote
on the first page as shown in the template. No  
degrees or other titles of the authors are given. Mem-
berships of IEEE, HTE and other professional socie-
ties will be indicated so please supply this information.
When submitting the manuscript, one of the authors 
should be indicated as corresponding author provid-
ing his/her postal address, fax number and telephone
number for eventual correspondence and communi-
cation with the Editorial Board.

References

References should be listed at the end of the paper  
in the IEEE format, see below:

a)  Last name of author or authors and first name or 
    initials, or name of organization
b)  Title of article in quotation marks
c)  Title of periodical in full and set in italics
d)  Volume, number, and, if available, part
e)  First and last pages of article
 f)  Date of issue
g)  Document Object Identifier (DOI)

[11] Boggs, S.A. and Fujimoto, N., “Techniques and
instrumentation for measurement of transients in
gas-insulated switchgear,” IEEE Transactions on
Electrical Installation, vol. ET-19, no. 2, pp.87–92,
April 1984. DOI: 10.1109/TEI.1984.298778
Format of a book reference:
[26] Peck, R.B., Hanson, W.E., and Thornburn,
T.H., Foundation Engineering, 2nd ed. New York:
McGraw-Hill, 1972, pp.230–292.
All references should be referred by the correspond-
ing numbers in the text.

Figures

Figures should be black-and-white, clear, and drawn
by the authors. Do not use figures or pictures down-
loaded from the Internet. Figures and pictures should
be submitted also as separate files. Captions are ob-
ligatory. Within the text, references should be made
by figure numbers, e.g. “see Fig. 2.”
When using figures from other printed materials, ex-
act references and note on copyright should be in-
cluded. Obtaining the copyright is the responsibility 
of authors.

Contact address

Authors are requested to submit their papers 
electronically via the following portal address:
https://www.ojs.hte.hu/infocommunications_journal/
about/submissions
If you have any question about the journal or the 
submission process, please do not hesitate to con- 
tact us via e-mail:
Editor-in-Chief: Pál Varga – pvarga@tmit.bme.hu
Associate Editor-in-Chief: 
József Bíró – biro@tmit.bme.hu
László Bacsárdi – bacsardi@hit.bme.hu

https://www.ojs.hte.hu/infocommunications_journal/about/submissions
https://www.ojs.hte.hu/infocommunications_journal/about/submissions
mailto:pvarga%40tmit.bme.hu?subject=
mailto:biro%40tmit.bme.hu?subject=
mailto:bacsardi%40hit.bme.hu?subject=


Call for Papers
The MASCOTS 2025 conference encourages original submissions describing state-of-the-art research in the areas of the 
performance evaluation of computer systems and networks as well as in related areas. Papers describing results of theoretical 
and/or practical significance are welcome. Experimental, modeling, and simulation studies are all in the scope of the conference. 
Papers focusing on novel performance evaluation methods or providing insights on design and runtime management tradeoffs 
are particularly encouraged.

The submission deadline is May 18th, 2025 AoE Sunday.

Topics of interest include (but are not limited to):

> Big data and advanced machine learning techniques for system design, optimization, and cybersecurity
> Cloud/edge/fog technologies
> Combining quality of service and cybersecurity in system performance
> Computer architectures, multi-core processors, accelerators (e.g., GPUs), and memory systems
> Computer networks, protocols, and algorithms
> Databases and big data systems and technologies
> Internet-of-Things
> Mobile systems
> Multimedia systems
> Operating systems and virtualization technologies
> Security in computer and communication systems
> Smart grids and cyber-physical systems
> Social networks
> Storage and file systems
> Sustainable (or energy-efficient) computing
> Web systems, enterprise applications, and web services
> Wireless, mobile, ad-hoc, and sensor networks

Some of the best submitted papers that fall below the acceptance threshold for the main conference program, will be invited 
to the MASCOTS’25 Workshop. If they are orally live presented at the workshop by one registered author, they will then be 
published in the MASCOTS’25 proceedings as 4-page short papers.

All questions about submissions should be emailed to mascots2025 at easychair dot org.

Important Dates

Technically Co-Sponsored by the IEEE Computer Society (approval pending)

Sponsors

33rd International Symposium on the Modeling, Analysis, and Simulation of Computer and Telecommunication Systems

Paper submission deadline: May 18th, 2025 AoE
Notifications: August 8th, 2025

Author registration deadline: September 5th, 2025
Camera-ready: September 12th, 2025



SCIENTIFIC ASSOCIATION FOR INFOCOMMUNICATIONS

Who we are
Founded in 1949, the Scientific Association for Info-
communications (formerly known as Scientific Society 
for Telecommunications) is a voluntary and autono-
mous professional society of engineers and econo-
mists, researchers and businessmen, managers and 
educational, regulatory and other professionals work-
ing in the fields of telecommunications, broadcast-
ing, electronics, information and media technologies 
in Hungary.

Besides its 1000 individual members, the Scientific 
Association for Infocommunications (in Hungarian:  
HÍRKÖZLÉSI ÉS INFORMATIKAI TUDOMÁNYOS EGYESÜLET, HTE) 
has more than 60 corporate members as well. Among 
them there are large companies and small-and-medi-
um enterprises with industrial, trade, service-providing, 
research and development activities, as well as educa-
tional institutions and research centers.

HTE is a Sister Society of the Institute of Electrical and
Electronics Engineers, Inc. (IEEE) and the IEEE Communi-
cations Society.

What we do
HTE has a broad range of activities that aim to pro-
mote the convergence of information and communi-
cation technologies and the deployment of synergic
applications and services, to broaden the knowledge
and skills of our members, to facilitate the exchange
of ideas and experiences, as well as to integrate and

harmonize the professional opinions and standpoints
derived from various group interests and market dy-
namics.

To achieve these goals, we…

• contribute to the analysis of technical, economic, 
and social questions related to our field of compe-
tence, and forward the synthesized opinion of our 
experts to scientific, legislative, industrial and edu-
cational organizations and institutions;

• follow the national and international trends and 
results related to our field of competence, foster 
the professional and business relations between 
foreign and Hungarian companies and institutes;

• organize an extensive range of lectures, seminars, 
debates, conferences, exhibitions, company pres-
entations, and club events in order to transfer and 
deploy scientific, technical and economic knowl-
edge and skills;

• promote professional secondary and higher edu-
cation and take active part in the development of 
professional education, teaching and training;

• establish and maintain relations with other domes-
tic and foreign fellow associations, IEEE sister soci-
eties;

• award prizes for outstanding scientific, education-
al, managerial, commercial and/or societal activities 
and achievements in the fields of infocommunica-
tion.

Contact information
President: FERENC VÁGUJHELYI • elnok@hte.hu

Secretary-General: GÁBOR KOLLÁTH • kollath.gabor@hte.hu
Operations Director: PÉTER NAGY • nagy.peter@hte.hu

Address: H-1051 Budapest, Bajcsy-Zsilinszky str. 12, HUNGARY, Room: 502
Phone: +36 1 353 1027

E-mail: info@hte.hu, Web: www.hte.hu
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